Systems Theoretic Process Analysis of
Sociotechnical Systems

by
Polly Harrington

B.S. Engineering Psychology
Tufts University, 2021

Submitted to the
Department of Aeronautics and Astronautics
in partial fulfillment of the requirements for the degree(s) of

MASTER OF SCIENCE IN AERONAUTICS AND ASTRONAUTICS

at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY

May 2025
©2024 Polly Harrington. All rights reserved.
The author hereby grants to MIT a nonexclusive, worldwide, irrevocable, royalty-free license to exercise

any and all rights under copyright, including to reproduce, preserve, distribute and publicly display copies
of the thesis, or release the thesis under an open-access license.

Signature of Author:

Department of Aeronautics and Astronautics

May 16, 2025
Certified by:
Nancy G. Leveson, Ph.D.
Professor of Aeronautics and Astronautics
Thesis Supervisor
Accepted by:

Jonathan P. How
Richard Cockburn Maclaurin Professor in Aeronautics and Astronautics Chair, Graduate Program

Committee






Systems Theoretic Process Analysis of

Sociotechnical Systems
by

Polly Harrington
Submitted to the Department of Aeronautics and Astronautics
on May 16, 2025, in partial fulfillment of the
requirements for the degree of
Master of Science in Aeronautics and Astronautics

Abstract

The safety and success of complex modern systems, such as hospitals, aircraft, or software,
depend on their ability to integrate people and technical components. For example, doctors must
be able to use their computerized surgical tools to treat their patients successfully, airplane pilots
must be able to operate the required controls for takeoff and landing, and regulators must be able
to interpret the data they receive to make critical decisions. However, designing systems that
facilitate safe interactions between humans and technology is not a simple task. System designers
must consider not only the constraints of the technical components but also human requirements
throughout the entire system. However, accidents in modern systems continue to prove that more
work is needed to identify and prevent unsafe interactions between humans and technology

Systems Theoretic Process Analysis (STPA) is a hazard analysis methodology based on
systems theory that has been used to improve system safety in various industries, including
healthcare, aviation, nuclear power, and automotive design. However, if hazard analysts using
STPA lack significant expertise in human factors engineering (HFE), they may be unable to
thoroughly and rigorously identify critical unsafe interactions.

This thesis presents a process for utilizing HFE to improve the results of STPA analyses on
sociotechnical systems. In particular, the process focuses on the thorough identification of causal
scenarios in sociotechnical systems by incorporating relevant human factors concepts. The
process allows analysts without significant training in HFE to improve their ability to identify
useful scenarios for humans in their system. The effectiveness of the improved process is
demonstrated using a healthcare case study on over-the-counter clinical laboratory tests in the
United States.

By establishing a process for non-HFE experts to use when conducting STPA analyses, more
systems can be developed that enhance human performance rather than increase conflict between
humans and the engineered system.

Thesis Supervisor: Nancy G. Leveson, Ph.D.

Title: Professor of Aeronautics and Astronautics
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Chapter 1: Introduction

Accidents in critical systems such as aviation, shipping, and healthcare have led to significant
losses for both the companies involved and the affected individuals. However, many of these
accidents, from crashes to missed medication, are preventable. Traditional hazard analysis
methods, the processes by which engineers identify and mitigate safety problems in designs,
have improved the safety of relatively simple systems in the last century (N. Leveson, 2011).
However, they are unable to sufficiently identify hazards that emerge from the interactions of
humans and technology (N. Leveson, 2004). If any humans are included in hazard analyses, it is
often only at the operator level and does not include the wider organizational context of
managers and other system decision-makers (Hofmann et al., 2017; Nazaruk & John, 2020).

In 2019, for example, two Boeing 737-Max aircraft crashed after a sensor and automation
malfunction. Boeing had rushed the release of the 737-Max to compete with the Airbus 320
NEO, which had threatened Boeing’s market share. Ultimately, after the grounding of all 737-
Max planes worldwide, Boeing incurred losses of over $18 billion (Gelles, 2020). The Boeing
737-Max accidents were initially attributed to technical failures (Nicas et al., 2019) and to the
pilots’ inability to regain control over the planes (Cook, 2019; Langewiesche, 2019). However,
further investigation proved that broader systemic problems with Boeing’s safety culture and
organizational decision-making contributed to the accidents. While hazard analyses were
performed on the plane components and the pilots received extensive training and screening
(Merida, 2017), there was minimal safety analysis of the management structure that opted to fix
an identified design flaw with automated control system changes rather than changing the
fundamental aircraft design.

Another major accident with significant societal impact was the 2024 collapse of Baltimore’s
Francis Scott Key Bridge after a collision with a container ship. The collision was attributed to
technical issues with the ship's power systems (NTSB, 2024; Pollard, 2024). However, the ship
had undergone the required safety inspections (Kypriotaki, 2024). What is less understood is how
the overall shipping industry, including ports, regulatory authorities, and shipping companies,
uses the results of those inspections and other performance data to make safety decisions. For
example, in the days before the accident, the container ship lost power several times (Coy, 2024).
Despite knowing that the ship’s power systems were not fully functional, the sociotechnical
systems managing the shipping canal and the shipping companies were unable to prevent the
accident. To prevent similar accidents in Baltimore and in other ports around the world, both the
technical components of the boats and the sociotechnical system managing international shipping
need to be improved.

An accident with similar themes occurred in a Tennessee hospital in 2017. In this incident, a
nurse provided incorrect medication to a patient experiencing claustrophobia before a PET scan.
However, the nurse accidentally provided a medication called vecuronium instead of Versed,
which resulted in the death of the patient (Kelman, 2022). One contextual factor that influenced
the accident was that the nursing unit was significantly understaffed at the time of the accident.
Therefore, the nurse had to multitask between many critical and time-sensitive tasks with



insufficient support. Furthermore, the nurse was not assigned to a specific section of the hospital.
Instead, the nurse was assigned as a “floater,” someone who supports different sections of the
hospital as needed. Therefore, the nurse had less experience with tasks in the radiology unit than
a more specialized nurse would have had (Williams et al., 2023). While the digital medication
dispensing cabinet was subject to hazard analysis and the nurse received years of training, the
context in which the nurse and cabinet interacted was not subject to the same degree of analysis.
Ultimately, the nurse who administered the incorrect medication was criminally charged, while
the managers who put the nurse into this under-resourced situation were not subjected to the
same scrutiny.

Each of these incidents could have been prevented by a better hazard analysis that could
identify unsafe interactions between humans and technology. While individual accidents may be
triggered by an action of a system-level operator, the system that created the conditions in which
the accident occurred was created by interactions between the technology and managers,
operators, regulators, shareholders, and others. As Mica Endsley writes, humans are often “the
final dumping ground for the inherent problems and difficulties in the technologies we have
created” (Endsley, 2012, p. 553). The ability to identify hazards that arise from human-
technology interactions is critical to preventing future accidents from occurring. Unfortunately,
while many engineers and social scientists acknowledge that modern systems are usually made
up of interactions between technical and social components, few hazard analyses adequately
evaluate the interactions between technology and humans (N. Leveson, 2004).

One field working to address the way that sociotechnical systems are analyzed is Human
Factors Engineering (HFE), which researches how human capabilities and limitations can inform
system design. However, while HFE methods excel at analyzing and understanding human-
technology interactions, they have not been widely adopted or have only been incorporated in a
cursory manner. In healthcare, for example, the use of HFE in device and hospital design has
increased over the last 20 years (Weinger et al., 2011). However, most physicians, pharmacists,
and other experts are acutely aware that the technology they use does not always improve the
safety of their work (Poon et al., 2021; Wu et al., 2021). The lack of adequate adoption of HFE
may be due in part to three factors: the reliance on domain-isolated systems analysis
methodologies, the limited scope of HFE analyses, and the lack of HFE training among
engineers.

Safety analysts frequently use methods that limit their analyses to either the technical
components or the humans in a system. For example, popular hazard analysis methods, including
Fault-Tree-Analysis (FTA) and Failure Modes and Effects Analysis (FMEA), only model
technical elements of a system when investigating how accidents could occur (Czaja & Nair,
2012). Conversely, hazard analysis methods used frequently by social scientists, such as Systems
Engineering Initiative for Patient Safety (SEIPS) and Task Analysis, often exclude technical
components and focus primarily on human actions (Baxter & Sommerville, 2011; N. Leveson,
2011).

However, no human-created system is purely technical or purely social (Wilson et al., 2012).
Even as the role of automation increases, humans are still involved in building, directing, and
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supervising the automation. Drawing artificial barriers between humans and technology in
systems results in analyses that only address some of the myriad ways a system could perform
unsafely. Without considering both humans and technology together, interactions between the
human and technical components of the system may be missed entirely.

Furthermore, the scope of HFE analyses is also usually limited to the system user or operator.
However, the interaction of humans in the broader system may also significantly impact safety.
For example, an electronic health record interface that appears safe in usability testing may not
perform as expected in a hospital because hospital managers made unsafe implementation
decisions, such as approving incorrect laboratory test menus or not enabling certain features.
Implementation decisions are often rushed and underinformed, especially because there is
insufficient analysis of what information and resources managers need to inform EHR
implementation decisions (N. Leveson et al., 2023).

Finally, even if an organization identifies that incorporating human factors considerations
into their analyses would benefit them, many systems engineering teams do not have sufficient
human factors expertise to do so. Identifying safety concerns related to human factors is not
straightforward. Engineers frequently believe they can easily identify human-system design
flaws without HFE training because they are human. However, this has not proven to be the case
(Wickens, 2002). Human factors experts draw from years of training in ergonomics, cognitive
psychology, and engineering (Karwowski, 2012), and many engineering programs do not
consider human factors in their required coursework (Dadmohammadi et al., 2017). Only 15
universities in the United States have a Human Factors undergraduate degree program registered
with the Human Factors Engineering Society (HFES) (HFES, 2025) and only 22 universities
offer HFES accredited graduate degrees. As a result, most engineers lack adequate training in
HFE (Fossum et al., 2018). Teams without effective training in HFE may be unable to perform a
holistic human factors safety analysis sufficiently or may devalue the importance of HFE (Czaja
& Nair, 2012).

To address these three factors, this thesis demonstrates how the hazard analysis method
Systems Theoretic Process Analysis (STPA) can be used to conduct a thorough HFE analysis of a
sociotechnical system. STPA is based on systems theory, which, at a high level, posits that in
complex systems, “the whole is more than the sum of its parts” (Bertalanfty, 2009). In other
words, a system’s behavior emerges from the interactions between different components.
Therefore, the system in its entirety must be considered as a whole, including both humans and
technological components. Additionally, STPA is particularly well suited to human factors
analyses because the way system components are modelled, using control theory, is similar to the
way that human information processing is currently understood (Proctor & Van Zandt, 2018).

The choice of STPA addresses the inability of traditional methods to address interactions
between humans and technology. STPA also enables the analysis of humans in the system
beyond the system operator or user. However, without HFE expertise, analysts using STPA may
not be able to identify hazards caused by HFE concerns effectively (Czaja & Nair, 2012).
Therefore, this thesis provides detailed scenario archetype templates that facilitate the
identification of loss scenarios in sociotechnical systems. These archetypes are based on an
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expanded model of human behavior informed by HFE research and enable those without
significant HFE training to use STPA to conduct more thorough and rigorous analyses of
sociotechnical systems.

Previous work by Megan France extended STPA to model interactions between the operator
and the controlled system (France, 2017). This thesis expands France’s work by providing
guidance that analysts can use to improve the results of their STPA analyses on sociotechnical
systems at the hierarchical levels above the operator, including within the management and
organizational structure.
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Chapter 2: Literature Review

The following chapter reviews the current best practices for analyzing safety in
sociotechnical systems and evaluates why they have been unable to reliably identify and prevent
unsafe interactions between humans and technology. Then, STPA is introduced in detail to
demonstrate how it improves the results of hazard analyses on sociotechnical systems.

Many methods of hazard analysis are used to evaluate safety in sociotechnical systems. Many
of the most common methodologies, including Failure Modes and Effects Analysis (FMEA),
Fault Tree Analysis (FTA), and Hazard and Operability (HAZOP) studies, were developed for
technical systems and were later augmented to include users and humans (Sharit, 2012). Human
factors engineers have also developed system analysis tools, such as Human Factors Analysis
and Classification System (HFACS), Systems Engineering Initiative for Patient Safety (SEIPS),
and Task Analysis (TA).

In the first section, each of these methods is described in depth. The following section
reviews the underlying limitations that prevent them from thoroughly identifying hazards.

2.1 Popular Hazard Analysis Methods used in Sociotechnical Systems

Methods used to identify hazards vary by industry. Some of the most common methods are
described below.

2.1.1 Failure Modes and Effects Analysis (FMEA)

FMEA is one of the most popular risk analysis methods (Vincoli, 2006). For example, in
healthcare, the Joint Commission, which oversees hospital certification in the United States, and
the Food and Drug Administration (FDA) recommend FMEA as a hazard analysis method for
medical devices (Joint Commission Resources, 2020).

At a high level, FMEA analyzes what would happen to the system if each system component
failed and classifies each potential failure by severity (Stephans & Talso, 1993). Therefore, it is
excellent for identifying single-point failures, which are ways an entire system could fail if only
one component breaks (Vincoli, 2006).

More specifically, FMEA analyzes the potential failure modes of each component and
considers them in the context of all operational modes. The goal is to identify which component
failures could cause the most severe accidents in each operational mode. The identified loss
pathways are then designed out or prevented through the addition of barriers (N. Leveson, 2023;
Stephans & Talso, 1993; Vincoli, 2006).

According to the System Safety Analysis Handbook (1993), the basic steps of an FMEA are
to identify the:

1. Components or processes of interest
2. System-level consequences are to be prevented
3. Failure modes for each component
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4. Impact of failures on the system
5. What mitigation or barriers currently exist
6. The probability and severity of each failure

Traditional FMEASs are conducted on technical systems. However, HFE researchers have also
expanded FMEA methods to include human operators. One such method, Human-FMEA,
analyzes human errors rather than component failures. Once the potential human errors are
identified, each potential error is analyzed in the context of all operation modes (Sharit, 2012).

An example Human-FMEA that looks at each step in a process for a human is shown below
in Figure 2. 1 An example section of an human-FMEA analysis on a sociotechnical system. The
section depicted analyzes the task of the FDA identifying audit targets when regulating medical
devices.. The example excerpt is from an FMEA that depicts the process of the FDA identifying

Ste . Use
(e ¥ Risk 1D Error Eates Hazardous
Subtask ©9”  Number . of o Harm Probability Criticality Mitigation
critical (ID) (Failure Failure Situation
task) Mode)
. 8 data is .
Review Doesn't . Manufacturer with . . .
. not all in ) . Unsafe manufacturer Check information against
Safety 1 view all unsafe devices is 3 1 -
the same . not corrected existing accounts
Data data not audited
place
Selects
manuf_act Datais = Audit applied to a . .
urer with X . Display message that informs
duplicated manufactuer Wasted time and
2 safety . . o 3 1 users to check that the
. in without significant resources -
Identify data entered data is accurate
database problems
manufact below
Identify urers over target
Audit target Did not
Target Evaluates correctly
incorrect Uncompleted Interface won't provide Ensure date period defaults
3 set date 2 1 S
date steps accurate search results to set guidelines
) parameter
period
Doelsn t Display
notice
does not " T
Evaluate manufact . Display an indication that a
e indicate = Wasted time and — .
Mitigating 4 urer has - Account isn't made 3 1 company is already under
. companie resources .
Factors an Audit review
already in § under
audit
place

Figure 2. 1 An example section of an human-FMEA analysis on a sociotechnical system. The section depicted analyzes the
task of the FDA identifying audit targets when regulating medical devices.

a manufacturer to audit.

While FMEAs are described as “universally applicable to systems” (Stephans & Talso,
1993), they struggle to handle non-failure causality modes. Furthermore, their applicability to
complex human decisions has been critiqued (N. Leveson, 2023). Because humans do not “fail”
in the same way as a mechanical system, human errors must be contorted to fit the framework.
Another well-known limitation of FMEA is its inability to meaningfully identify critical events
that could be triggered by multiple failures (Stephans & Talso, 1993).

2.1.2 Fault Tree Analysis (FTA)
FTA was developed in the 1960s and has remained largely unchanged since (N. Leveson,

2023). Given the current system design, FTA first identifies the hazards, or undesirable system
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states, and then determines the chain(s) of events that could lead to their occurrence. Events are
connected via logical gates (e.g., AND or OR gates). The series of events is modeled until the
analyst determines that the “primary events” of each chain have been identified. The fault tree is
then analyzed to determine what combinations of events could cause the hazard in question.
Event probabilities are often calculated and used to determine the likelihood of the hazard
occurring given the current system design (N. Leveson, 2023; Sharit, 2012; Stephans & Talso,
1993).

According to the System Safety Analysis Handbook (1993), the basic steps of an FTA are to:

Define the top event or the failures of interest

Define the boundaries of the analysis

Define the tree structure

Identify paths of failures for all branches in the fault tree

Identify the minimum cut set of events in the tree that could lead to the top-level
failure

M

Work has been done to enable the analysis of a system's organizational or social components
using FTAs. For example, the Management Oversight and Risk Tree (MORT) builds on an FTA
analysis and acknowledges that accidents are usually caused by a multitude of human and
technological factors (Knox & Eicher, 1976). MORT builds fault trees of accident prevention
barriers with three branches: specific control factors, management system factors, and risk
factors (known and accepted risks) (Sharit, 2012). MORT has been used across many industries,
including defense (Knox & Eicher, 1976).

An example FTA for the FDA conducting an audit of a device manufacturer is depicted in
Figure 2. 2 An example section of an FTA analysis on a sociotechnical system. The fault tree
depicts the events that could lead to the FDA not identifying an unsafe laboratory testing device.

Figure 2. 3Figure 2. 2 An example section of an FTA analysis on a sociotechnical system. The fault tree depicts the events
that could lead to the FDA not identifying an unsafe laboratory testing device.

Figure 2. 3 An example section of a HAZOP analysis on a sociotechnical system. The section depicted analyzes the task of
the FDA identifying audit targets when regulating laboratory test devices.

Figure 2. 4Figure 2. 3Figure 2. 2 An example section of an FTA analysis on a sociotechnical system. The fault tree depicts
the events that could lead to the FDA not identifying an unsafe laboratory testing device.
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Figure 2. 3Figure 2. 2 below. The top-level “failure” event is the FDA's failure to identify
unsafe diagnostic test devices. The events that could lead to that outcome build the rest of the
fault tree.

Unsafe Tests are
not Identified

Tests are not FDA does not
performing to set receive data about
standard unsafe tests

Tests are not st

Materials used in FDA web manufacturer
test are out of date m:; ef;‘;t:{igg: D portal breaks does not
upload data

Figure 2. 2 An example section of an FTA analysis on a sociotechnical system. The fault tree
depicts the events that could lead to the FDA not identifying an unsafe laboratory testing device.

Unlike FMEA, FTA is a top-down analysis. By starting with the high-level events to be
prevented and moving down to understand what events could cause them, FTAs generate fewer
results that are not meaningful to an analysis than an FMEA (Stephans & Talso, 1993).

One of the major risks associated with quantitative FTAs is that they require a precise
probability for all events in the cut set. If not all probabilities are well understood, the ultimate
probability for the top-level event will not be accurate (Stephans & Talso, 1993). If inaccurate
probabilities are used in an FTA, the analysts will not have a realistic understanding of the risks
in their current design. One common way that probabilities can be miscalculated is if the
underlying events in the fault tree are treated as if they are independent. Often failures will be
caused by the same conditions. For example, a power outage could trigger failure events on
different sides of a fault tree.

2.1.3 Hazard and Operability (HAZOP) Studies

HAZOP studies use guidewords to identify how the system may deviate from the design’s
intended function (Crawley & Tyler, 2015). Analysts take the intended operational states and
question what consequences could emerge if the system deviates from those conditions.

16



Common guidewords include “too much,” or “too little, “reverse, “before,” and others (Crawley
& Tyler, 2015). HAZOP is most commonly used in the process industry (Kariuki & Lowe,
2007).

different steps of a manufacturing process or other sequential processes.

The steps in a HAZOP analysis are to identify:

Each step in a process

The intentions and parameters of each step

The possible deviations in each step, using guidewords
The Consequences from each potential deviation
Causes of identified deviations

Current mitigations

7. Missing mitigations (Stephans & Talso, 1993)

ANl S e

HAZOP has been expanded to include human factors considerations by looking at human
decision-making using guidewords such as “Wrong operation on right object,” “Wrong selection
made,” or “wrong information communicated,” among others (Crawley & Tyler, 2015). Human-
augmented HAZOPs use human-error taxonomies to search for potential human errors at

Figure 2. 3 An example section of a HAZOP analysis on a sociotechnical system. The section
depicted analyzes the task of the FDA identifying audit targets when regulating laboratory test

devices.
Guideword Deviation Causes Consequences Safeguard Severity
Doesn't view all Unsafe Checklist to  Manufacturer with
No manufacturers are . . . ) .
R e data,data is not all in. manufacturer not review all  unsafe devices is
identified )
the same place corrected data sources not audited
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Too much

Selects manufacturer o e o

Not all manufacturers with safety data . Script to
. . Wasted time and manufactuer
who need an audit are = below target Data is remove data . P
. e . ) resources - without significant
identified duplicated in duplication
problems
database
Too man .
Y L. . Data cleaned Wasted time and
manufacturers are Data is inaccurate  Account isn't made

. . . before use resources
identified for review

Likilyhood Ranking Reccomendations

Combine data streams
into one portal

Display message that
informs users to check
that the entered data is

accurate

Display an indication
that a company is
already under review

Figure 2. 11 An example section of a HAZOP analysis on a sociotechnical system. The section depicted analyzes the task of the FDA
identifying audit targets when regulating laboratory test devices.

Figure 2. 4Figure 2. 3 An example section of a HAZOP analysis on a sociotechnical system. The section depicted analyzes
the task of the FDA identifying audit targets when regulating laboratory test devices.

Figure 2. 4 shows the HFACS model. The hierarchical relationship between the four main classes of system attributes and
their corresponding subattributes are depicted.
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Figure 2. 5Figure 2. 4Figure 2. 3 An example section of a HAZOP analysis on a sociotechnical system. The section depicted
analyzes the task of the FDA identifying audit targets when regulating laboratory test devices.

Figure 2. 4Figure 2. 3 shows an example excerpt from an HAZOP analysis of the FDA’s
process of auditing a device manufacturer. Specifically, Figure 2. 3 An example section of a
HAZQP analysis on a sociotechnical system. The section depicted analyzes the task of the FDA
identifying audit targets when regulating laboratory test devices.

Figure 2. 4Figure 2. 3 An example section of a HAZOP analysis on a sociotechnical system. The section depicted analyzes
the task of the FDA identifying audit targets when regulating laboratory test devices.

Figure 2. 4 shows the HFACS model. The hierarchical relationship between the four main classes of system attributes and
their corresponding subattributes are depicted.

Figure 2. 5Figure 2. 4Figure 2. 3 An example section of a HAZOP analysis on a sociotechnical system. The section depicted
analyzes the task of the FDA identifying audit targets when regulating laboratory test devices.

Figure 2. 4Figure 2. 3 depicts deviations from the step of “Identify manufacturers who
require an audit.”

2.1.4 Human Factors Analysis and Classification System (HFACS)

HFACS is a human-centered risk analysis tool. First used and created by the US Navy,
HFACS is now used across a wide variety of industries, including healthcare and construction
(HFACS, Inc, n.d.; Jalali et al., 2023).

HFACS is based on Reason’s Swiss Cheese model of accident causality. Reason’s Swiss
Cheese Model asserts that accidents happen when the vulnerabilities of all accident-prevention
barriers line up. Therefore, the model assumes accidents will be prevented if any barrier
vulnerabilities are fixed in the chain of events. HFACS evaluates each barrier and identifies
where vulnerabilities align and would allow an accident to happen (HFACS, Inc, n.d.).

However, as opposed to other methods based on the Swiss Cheese model, HFACS explicitly
analyzes organizational system attributes including management (Jalali et al., 2023). To conduct
an HFACS analysis, four categories of system attributes are evaluated: organizational influences,
supervisory factors, preconditions for unsafe acts, and unsafe acts. Within each of these
categories, there are several sub-categorizations that can direct the analysis. For example, to
analyze the supervisory factor, analysts are guided to consider inadequate supervision, planned
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inappropriate operations, failure to correct known problems, and supervisory violations. Overall,
HFACS contains nineteen subcategories across the four main factors(Jalali et al., 2023).

The basic steps of an HFACS analysis are to identify (Jalali et al., 2023):

What unsafe acts must be avoided

What errors or violations could lead to unsafe acts

The preconditions that could lead to unsafe acts

The supervisory factors that could lead to unsafe preconditions

The organizational influences that could lead to unsafe supervisory factors

M

Figure 2. 4 shows the HFACS model. The hierarchical relationship between the four main
classes of system attributes and their corresponding subattributes are depicted.

Figure 2. 5Figure 2. 4 shows the HFACS model. The hierarchical relationship between the four main classes of system
attributes and their corresponding subattributes are depicted.

Figure 2. 5 shows the various worksystems that a device manufacturer will interact with as their clinical lab test is
developed and released. Each work system has tasks, tools, organizational conditions, and a physicial environment that all
impact safety.

Figure 2. 6Figure 2. 5Figure 2. 4 shows the HFACS model. The hierarchical relationship between the four main classes of
system attributes and their corresponding subattributes are depicted.

Figure 2. SFigure 2. 4 depicts the HFACS model with each of the categories and
subcategories considered in the framework.
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Figure 2. 20 shows the HFACS model. The hierarchical relationship between the four main
classes of system attributes and their corresponding subattributes are depicted.

2.1.5 Systems Engineering Initiative for Patient Safety (SEIPS)

SEIPS is a model for improving safety in healthcare focused on the humans in the system
(Carayon et al., 2006). SEIPS was developed to simplify systems engineering principles for
increased application by non-HFE experts and ensures analyses of sociotechnical systems

consider more than the individual workers in a system (Holden & Carayon, 2021). Like HFACS,

SEIPS is based on Reason’s Swiss cheese accident causality model but modifies it slightly into
the “work-system model.”

The work system model examines the interactions among five components of a
sociotechnical system: the human, tasks, tools, organizational environment, and physical
environment. This model posits that each human in the system accomplishes tasks using tools
while being influenced by the organizational and physical environment (Carayon et al., 2006).
SEIPS analyses rely on a broad swath of information sources, including surveys of staff,
observations, available environmental/building information, job descriptions, and others. The
five work-system components are used to categorize information found.

The process of a SEIPS analysis is less defined than the previous methods. However, the
basic process is to analyze the work system, the processes, the employee and organizational
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outcomes, and the patient outcomes, and question how they could contribute to unsafe patient
care (Carayon et al., 2006).

Figure 2. 5 shows the various worksystems that a device manufacturer will interact with as
their clinical lab test is developed and released. Each work system has tasks, tools, organizational
conditions, and a physicial environment that all impact safety.

External \
Environment

Device Approval Auditors  corrective Action

Committee Enforcement
FDA Performance
Monitoring Team /

Figure 2. 29 shows the various worksystems that a device manufacturer will interact with as their clinical lab test is
developed and released. Each work system has tasks, tools, organizational conditions, and a physicial environment that all
impact safety.

Figure 2. 6Figure 2. 5 shows the various worksystems that a device manufacturer will interact with as their clinical lab test
is developed and released. Each work system has tasks, tools, organizational conditions, and a physicial environment that all

impact safety.

Figure 2. 6 is a high-level task analysis of the FDA auditing a company with underperforming or unsafe devices. Some of
the main tasks are shown with their corresponding sub-tasks.

Figure 2. 7Figure 2. 6Figure 2. 5 shows the various worksystems that a device manufacturer will interact with as their
clinical lab test is developed and released. Each work system has tasks, tools, organizational conditions, and a physicial
environment that all impact safety.

Figure 2. 6Figure 2. 5 below shows a SEIPS model for the process of a device manufacturer
going through approval and performance monitoring. Each device is subject to several systems
within the FDA throughout its product lifecycle. In the SEIPS analysis, each work system would
be analyzed for potential safety risks in the tasks, tools, organizational conditions, and the
physical environment.
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2.1.6 Task Analysis (TA) and Human Reliability Analysis (HRA)

TAs are a common tool HFE practitioners use to identify potential pitfalls of processes or
designs. There are numerous types of TAs, including Hierarchical TAs (HTAs), Cognitive TAs
(CTAs), and Emotional TAs (Intriligator, 2022). However, at the basic level, a TA identifies the
steps needed to achieve a goal. As described by Erik, a TA identifies “WHO does WHAT and
WHY” (Erik, 2012). TAs are commonly used when a process is too complex for a single person
to comprehend fully and can be especially useful when a process involves collaboration between
several people (Erik, 2012).

Depending on the type of TA, steps may be conceptualized as decision points, physical
actions, or sub-goals. For example, CTAs evaluate how people think and make decisions as they
complete a task. There is no set definition of what comprises the most granular chunk of a TA.
The determination of the granularity of a TA is a judgment call and depends on the context of the
overall task and goals of the analysis (Sharit, 2012). For example, a hospital could conduct a TA
of a surgical preparation procedure that includes the administration of medication via an IV bag.
If the hospital’s goals include determining how many clinicians should be involved in the
procedure, it may not include the sub-steps of the task “connect the IV.” However, if the hospital
is trying to understand how long the preparation might take or identify potential hazards, it may
be necessary to dissect the IV connection task further.

The basic steps of a TA are to:

1. Identify the main goal or task of the human or team

2. Identify the steps needed to complete that goal or task. These are often the “decision
points” where a user will make different choices depending on the task context

3. [Iteratively refine the tasks into more detailed sub-tasks until the analyst determines
they have sufficient detail
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Figure 2. 6 is a high-level task analysis of the FDA auditing a company with
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Figure 2. 38 is a high-level task analysis of the FDA auditing a company with underperforming or unsafe devices. Some of
the main tasks are shown with their corresponding sub-tasks.

underperforming or unsafe devices. Some of the main tasks are shown with their corresponding
sub-tasks.

Figure 2. 7Figure 2. 6 is a high-level task analysis of the FDA auditing a company with underperforming or unsafe devices.
Some of the main tasks are shown with their corresponding sub-tasks.

Figure 2. 7 depicts the STPA process. The figure is from the STPA handbook (Leveson, 2011)

Figure 2. 8Figure 2. 7Figure 2. 6 is a high-level task analysis of the FDA auditing a company with underperforming or
unsafe devices. Some of the main tasks are shown with their corresponding sub-tasks.

Figure 2. 7Figure 2. 6 below shows an example TA

A Human Reliability Analysis (HRA) is a TA that evaluates what errors are possible at each
step (Wilson & Norris, 2005), similar to HAZOP. For many HRAs, the end goal is error rate
prediction (Birch et al., 2023). These error rate predictions are usually based on expert estimates
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of human behavior (Birch et al., 2023). HRAs are included in IEEE standards, ASME standards,
and SHARP standards(Sharit, 2012) and they are used across many industries such as nuclear
energy and chemical processing (Kariuki & Lowe, 2007)

Many industries, including rail, medical device manufacturing, and aviation, require risk
analyses that produce quantitative probabilistic risk estimates. Therefore, companies and
regulators try to plug humans into traditional analysis techniques (Wilson & Norris, 2005) by
assigning probabilities to each identified potential human error (Majewicz et al., 2020; Xi et al.,
2017). However, as stated earlier, human decision-making is biased by the context in which the
human operates. Probabilistic risk calculations rely on assumptions of randomness in human
decision-making and often ignore the biases present in an environment where the human is
tasked with making the decision in question. Human decision-making is not random and cannot
be accurately analyzed using traditional risk probability estimation techniques.

2.2 Gaps in Applying Common Safety Analysis Models and Techniques to
Sociotechnical Systems

Most safety-critical industries, such as aviation and healthcare, are required to apply one or
more of the methods listed above (N. Leveson, 2023; Stephans & Talso, 1993). One of the
reasons that accidents continue to happen, despite the use of the identified hazard analysis
methods, is that systems have grown in complexity since many of them were introduced (N.
Leveson, 2004). These methods are unable to identify hazards stemming from:

e Humans in the system other than the operator,

e Non-failure events,

e Complex interactions between humans and technology,

e Non-linear system behavior.

e Sociotechnical systems involve humans beyond the operator

All methods discussed in the previous section have been used to analyze sociotechnical
systems. However, the human-technology interactions modeled by the identified methods are
often limited to computer interfaces and physical controls (Food and Drug Administration, 2016;
Hofmann et al., 2017; Wiklund, 2022).

The methods listed above often struggle to fully analyze the system surrounding higher-level
decision-makers in systems, including managers, designers, and organizational leadership.

One of the reasons that these methods struggle to incorporate higher-level decision making is
that they rely on tasks being well-defined. Because most methods of incorporating humans into
the identified methods begin with a TA, they are not adequate for complex managerial tasks that
do not have a defined step-by-step procedure that happens in the same way each time. Task
Analysis works best on repetitive tasks with defined steps, which may work for operator
functions but rarely work well for those higher in the system (Rasmussen, 1990).

2.2.1 Adverse events in sociotechnical systems have causes beyond failures
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One reason why the traditional hazard analysis methodologies cannot sufficiently identify all
safety hazards in modern systems is that they are based on a model of accident causation that
assumes that failures of components or humans are the sole cause of accidents. However, many
accidents occur when all components are working as designed, but the interaction between
components causes the system to behave unsafely (N. Leveson et al., 2023).

For example, FTA assumes that each event in the fault tree is a failure. FTA analyses do not
consider whether system-level failures could arise even if no component experiences a failure
(N. G. Leveson, 2023).

Accidents caused by interactions between components are unlikely to be caught in advance
when testing and requirements focus on preventing component-level failures and do not identify
how the system could perform unsafely, even when all components are acting as designed.

2.2.2 Sociotechnical systems have complex interactions between components

All of the identified hazard analysis methods rely on analytic decomposition, which is
breaking down systems into parts to analyze separately with the assumption that if each
component performs adequately and safely when analyzed independently, the whole system will
work when assembled (N. Leveson et al., 2023). For analytic decomposition to work, system
components must not have significant interactions when the system is assembled; each
component must behave the same way independently as it would within the system (N. Leveson,
2011). However, modern systems rely on significant component interaction, also called coupling.
As a system becomes tightly coupled, it becomes impossible to guarantee that how a component
acts on its own is how it will act in the context of the fully assembled system (N. Leveson et al.,
2023). The assumption of independent components is particularly hazardous in social systems
because humans are always influenced by their environment, and their decision-making
cannot be separated from the context in which it occurs (Klein, 2008; Rasmussen et al., 1990;
Tversky & Kahneman, 1974)

Furthermore, not only is there often an assumption that system components will not interact,
but there is also an assumption that any failure events will be independent. Assuming
independence allows a calculation of the statistical probability of the undesired event using a
probabilistic quantitative analysis of the combination of preceding events. However, if two or
more of the events have a common cause, the calculated risk will be incorrect (N. G. Leveson,
2023).

2.2.3 Sociotechnical systems are dynamic and non-linear

The identified hazard analysis tools are also all based on a linear model of accident causality,
which assumes all events, such as accidents, are preceded by a linear chain of causal events.
Within the event chain, each event causes the next event directly and sequentially (N. Leveson,
2023). Logically, it follows from this reasoning that stopping any event in the sequence will
prevent the final accident. Modern systems, however, do not always follow a linear chain of
events (Sterman, 2009). Events or actions taken in the past often have delayed or compounded
effects that emerge over time. When an accident happens and is investigated, events that
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contributed to the unsafe system context, such as maintenance, may appear entirely disconnected
and irrelevant to investigators.

System analysis methods developed by human factors researchers, such as SEIPS or HFACS,
can theoretically identify organizational or contextual factors, but they lack an underlying model
of accident causality that forces analysts to consider and identify larger systemic factors (Baker,
2022). When the accident causality model is based on a linear chain-of-failures model,
investigation and prevention of hazards often end with the first human who could have made a
decision that would have avoided the accident, regardless of the system context. When human
operators are blamed, solutions tend to be limited to retraining, termination, or even legal
prosecution of low-level employees (N. Leveson, 2023; Williams et al., 2023). For example, a
meta review of HFACS analyses found that 80% of the incidents analyzed using the HFACS
framework labeled the main cause of the accidents as unsafe acts or preconditions for unsafe acts
and were focused on the “immediate environment in which work is performed” as opposed to the
wider organizational structure (Jalali et al., 2023).

2.3 Hazard Analysis Based on Systems Theory

Relying on systems engineering tools that are unable to identify major hazards in
sociotechnical systems is dangerous. Humans are prone to minimizing risk, especially when
faced with evidence that confirms this bias (Tversky & Kahneman, 1974). It is paramount for
systems engineers to utilize methodologies that can handle the complex, coupled, non-linear
systems built today, especially regarding human interaction.

System-theory-based methods, such as Systems Theoretic Process Analysis (STPA), mitigate
the challenges listed above. Systems theory originated in the biological sciences with researchers
including Von Bertalanffy, who emphasized the age-old idea that "the whole is more than the
sum of its parts” (Bertalanfty, 2009). In biology, this makes intuitive sense; no one body part can
be well understood without understanding the human body holistically. However, systems theory
applies far beyond biological systems and is extraordinarily helpful for any complex system.
Systems Theory is particularly useful when dealing with systems that are not large enough that
Bayesian statistics apply, but are not simple enough to be trivial (Bertalanffy, 2009).

Systems theory was developed when Bertalanffy and others recognized that many fields were
discovering laws or principles (such as growth or competition) that aligned closely with those
developed in other unrelated fields. The only commonality across the disciplines was the focus
on system behavior (Bertalanfty, 2009).

Systems theory enables the identification and analysis of emergent properties. Emergent
properties stem from the interactions between system components. For example, a bicycle cannot
be analyzed for stability or speed by examining its tires, gear mechanism, handlebars, or rider
independently. Only when all the components are together and interacting do properties, such as
stability and speed, emerge. Many critical system properties are emergent, including, but not
limited to, safety, reliability, profitability, and maintainability.
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Systems theory can be applied to any system with emergent properties. In systems theory, a
system is defined as a group of components working together to achieve a goal (Weinberg,
2001). Systems theorists emphasize that systems are simplified models based on human
perception and interpretation of reality (Von Bertalanffy, 1972). That is, there are no natural
barriers that define one entity as part of a system and define another entity as outside of it. Every
system can be broken into more detailed subsystems or abstracted into broader systems (N.
Leveson, 2011). Engineers draw boundaries between systems to simplify cognitive tasks and
solve particular problems.

2.3.1 Systems Theoretic Process Analysis (STPA

Systems Theoretic Process Analysis (STPA) is a hazard analysis method based on a systems
theoretic accident model called Systems Theoretic Accident Model and Processes (STAMP). In
the STAMP model, in order for a system to effectively produce the emergent property, there must
be adequate control and feedback relationships that allow controllers within the system to
monitor the system's performance and provide the correct control inputs (N. Leveson, 2011).
STPA analyzes the control and feedback relationships in a system to identify how losses can be
prevented (N. G. Leveson et al., 2012).

Controllers in a system may include humans, organizations, computers, or mechanical
devices. Controllers use control actions to modify the state of the system. Control actions include
policy changes, electronic signals, commands, and directions, among others. According to
Leveson, the four essential conditions a controller must possess to be successful are a "goal
condition," an "action condition," an "observability condition," and a "model condition" (N. G.
Leveson, 2017).

A goal condition is the behavior or status that the controller wants the controlled process or
component to exhibit. The controller cannot select appropriate control actions if the goal
condition is misunderstood or unclear.

An action condition is the ability of a controller to make appropriate changes to the
process/component. If the controller is unable to provide adequate controls, even if it knows
what behavior it wants to see, it will be unable to do anything to move the system to the goal
condition.

The observability condition is a controller's ability to perceive the system's actual behavior.
Without adequate feedback on the system's behavior, the controller cannot determine if the
system is meeting the goal condition or if control actions are necessary. The observability
condition also includes the timing of the feedback. For example, does the controller receive the
information in time to make the required decisions? A sensor that updates once a minute is
sufficient for some systems, but may not provide sufficient data in others.

Finally, the model condition requires that the controller has an adequate understanding of the
system and the effect of their controls on it (i.e., a "process model"). For humans, this system
understanding is often called a mental model (Rasmussen, 1987). If a controller cannot predict
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how their actions will impact the system, it will be difficult, if not impossible, for them to select
the best control actions (France, 2017).

Together, these conditions create a control loop. STPA models systems using the control
loops within the system. These models are called control structures, and they allow analysts to
identify how a system's controls may be insufficient to maintain the system-level emergent
properties. A thorough STPA analysis identifies missing or insufficient controls, feedback, or
entire control-feedback loops in the system by examining each control loop in the model, as well
as reviewing the model holistically.

STPA is a top-down analysis, which starts with the losses that stakeholders want to prevent
and identifies potential causes of those losses. Therefore, STPA analyses only generate relevant
scenarios that lead to losses. In contrast, many traditional hazard analyses, such as FMEA, work
from the bottom up, starting at a component level and generating numerous scenarios that do not
necessarily result in a loss (N. Leveson, 2023).

2.3.2 STPA Basics

There are four main steps in an STPA analysis (N. G. Leveson et al., 2012). The four steps
are broadly shown below in Figure 2. 7 depicts the STPA process. The figure is from the STPA
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Figure 2. 47 depicts the STPA process. The figure is from the STPA handbook (Leveson, 2011)
handbook (Leveson, 2011)
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Figure 2. 8Figure 2. 7 depicts the STPA process. The figure is from the STPA handbook (Leveson, 2011)

Figure 2. 8 depicts a basic feedback-control loop in a healthcare system between a physician and a patient. This figure
originally appeared in (Leveson et al., 2023)
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Figure 2. 9Figure 2. 8Figure 2. 7 depicts the STPA process. The figure is from the STPA handbook (Leveson, 2011)

Figure 2. 8Figure 2. 7.

Step 1: Identifying the losses and hazards.
The first step in any analysis is to document the project's specific goals. In an STPA, that
means defining the system-level losses and hazards (N. Leveson, 2011).

Losses.

Losses are defined as anything of value to the stakeholders. While in most systems, the
primary loss is injury or death to people, stakeholders can consider other types of losses. Typical
losses include harm to the surrounding environment, loss of trust, and monetary losses.

Hazards.

Hazards are defined as "A hazard is a system state or set of conditions that, together with a
particular set of worst-case environmental conditions, will lead to a loss" (N. Leveson &
Thomas, 2018). Hazards must be connected with one or more losses (N. G. Leveson et al., 2012).
If a hazard does not lead to a loss in certain environmental conditions, then it is not a loss. For
traceability between the steps of the STPA, it is helpful to number both the losses and hazards,
and for each hazard, denote which loss it is tied to.

Step 2: Building the control structure model.
Step two of STPA builds a model of the feedback-control relationships in the system. These
models are referred to as control structures.

Physician
Mental Model
o ) Basic healthcare knowledge Other relevant
Decision-making Patient’s symptoms information
Process Test and examination results
Diagnosis
Etc.
Examination
(Control Action) Treatment Test Results (Feedback)
Patient feedback
. EHR data
Patient

Figure 2. 56 depicts a basic feedback-control loop in a healthcare system between a physician
and a patient. This figure originally appeared in (Leveson et al., 2023)
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Figure 2. 8 depicts a basic feedback-control loop in a healthcare system between a physician
and a patient. This figure originally appeared in (Leveson et al., 2023)

Figure 2. 9Figure 2. 8 depicts a basic feedback-control loop in a healthcare system between a physician and a patient. This
figure originally appeared in (Leveson et al., 2023)

Figure 2. 9Figure 2. 8 depicts a basic feedback-control loop in a healthcare system between a physician and a patient. This
figure originally appeared in (Leveson et al., 2023)

Figure 2. 9Figure 2. 8 shows an example of a basic feedback control loop: a controller at the
top (a physician) and a controlled process at the bottom (a patient or the patient's health). The
physician has the control action "Treatment" that he or she can use to impact the patient's health.
The physician informs the selection of a treatment action using feedback from the patient,
including examinations, test results, patient comments, and data from Electronic Health Records
(EHRs). The feedback informs the physician's mental model of how the patient is doing. The
mental model (or process model for non-human controllers) is also influenced by factors such as
training, basic healthcare knowledge, or previous diagnosis information.

To build the model, other feedback-control loops that impact the safety outcomes of the
controlled process are identified and combined. These models are referred to as control
structures.

Models will never be complete in that they will never represent the system entirely (N.
Leveson, 2023; N. Leveson et al., 2023).Therefore, the object is to create an acceptable and
useful model of the system.

Step 3: UCA identification.

Once the control structure is established, identifying Unsafe Control Actions (UCAs) is
straightforward. For each controller and list of control actions, the analysts must consider the
contexts in which the various control actions would become unsafe.

The STPA handbook defines a UCA as "a control action that, in a particular context and
worst-case environment, will lead to a hazard" (N. Leveson, 2011). Proper UCA syntax requires
a controller, a type, a control action, and the context that makes the control action unsafe. Figure
2. 9 below shows the four types of UCAs.
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Figure 2. 9 Shows the various kinds of UCAs using the example of a medical practitioner
providing treatment to a patient

UCA Structure: <Controller> <UCA Type> <Control Action> <Context>

4 UCA Types UCA

UCA-1: Medical practitioner does not provide Medical Practitioner

Not Provide

treatment when the patient needs treatment 'y
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Wrong Order  too late to address the patient’s condition v
UCA-4: Medical practitioner stops providin Patient
Apply too long / cal practitt PSP X ’g
treatment too soon fo address the patient’s
stop too short e
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Figure 2. 63 shows the various components of a UCA and the different types of UCA using the example control loop of a
medical practitioner and a patient. This figure originally appeared in (Leveson et al., 2023)

Figure 2. 9 also shows four examples of UCAS that were generated from a medical
practitioner's "provide treatment" control action on a patient.

To generate UCAs from the control structure, the control actions of each controller are
reviewed. For the simple control loop in Figure 2. 9, the only modeled control action is “provide
treatment."

First, for each control action, contexts in which not providing the control action could be
unsafe are identified. For example, Figure 2. 9 lists the UCA, "Medical practitioner does not
provide treatment when the patient needs treatment.”

The other three categories of UCAS are providing the control action in an unsafe context,
providing the control action too early, too late, or in the wrong order, and applying the control
action for too long or stopping the control action too early. Each of these four types must be
considered for each control action in the model.

Step 4: Identifying causal scenarios.

Once UCAs are generated, causal scenarios are identified. Given the current system design,
scenarios take a UCA and explain why it may reasonably occur. For example, why would the
UCA, as shown in Figure 2. 9, "Medical practitioner does not provide treatment when the patient
needs treatment," reasonably occur?

At a basic level, scenarios describe why a control action that turns out to be unsafe was
selected or why a safe control action was not correctly executed (N. Leveson & Thomas, 2018).
These two branches of scenarios have many different subcategories, including incorrect mental
models, conflicting feedback, or misaligned incentives.

2.4 Conclusion
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This chapter reviewed common methods for hazard analysis in sociotechnical systems,
exploring the gaps and difficulties within these methods to identify what an improved method
would require. STPA was introduced as a method that addresses the identified gaps. However,
STPA can be further improved for applications to sociotechnical systems by explicitly including
processes for identifying scenarios using HFE. In the next chapter, STPA will be discussed with
additional processes to make applications to sociotechnical systems more thorough.
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Chapter 3: Human Factors in STPA

This chapter outlines the process of Systemic Technological Process Analysis (STPA) applied
to a sociotechnical system and provides techniques for incorporating Human Factors Engineering
(HFE) concerns into the analysis. The first three steps of STPA are briefly described, but they
remain largely unchanged when applied to a sociotechnical system. The significant contribution
of this thesis, and this chapter specifically, is the process for identifying causal scenarios by
considering human requirements in each part of a control loop.

3.1 Losses and Hazards

The first step of STPA is to define the losses and hazards that must be prevented. The process
of identifying losses and hazards for a sociotechnical system is nearly equivalent to identifying
losses in technical systems.

3.1.1 Losses

Losses are system-level outcomes that the stakeholders want to prevent. STPA is a top-down
analysis method that only identifies causal scenarios that could lead to the specified losses. The
results of the analysis, therefore, are dependent on what losses are selected. For example, an
STPA analysis could focus only on loss of life or only on the loss of customer satisfaction. While
there may be overlap between the results of the two studies, the hazards, UCAs, and Scenarios
could be largely distinct. System stakeholders may focus on a specific loss, even if they
understand that other losses are significant.

For most safety analyses, the primary loss is loss of life or injury. Most stakeholders will find
harm to humans relevant and potentially directly tied to other concerns, such as monetary or
reputation loss.

For a healthcare system, losses considered may include:
L-1 Loss of life or injury to patients
L-2 Loss of life or injury to employees
L-3 Damage to equipment or facilities
L-4 Loss of reputation
L-5 Loss of financial viability
3.1.2 Hazards

The next step is to identify system hazards. Hazards are system states that could lead to a loss
in a worst-case environment.

Like losses, hazards must be kept at the system level. Therefore, hazards cannot include any
specific system component, such as employees, equipment, or IT infrastructure. They may,
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however, include system outputs. For example, a hospital may consider a hazard relating to
patients receiving inadequate care. Additionally, hazards should never include device failures or
decisions made by individual controllers. Two reasonable hazards for a healthcare system may
be:

HI. Patients receive less than the acceptable standard of care

H2. Patients lose trust in the healthcare system
3.2 Control structure

Once the losses and hazards are determined, the control structure is modeled. Because
models cannot include every detail of the system, deciding what to include or not include in the
model is a critical choice. The level of abstraction needed depends on the context of the analysis.
The level of abstraction manages the model's “apparent complexity” (Rasmussen, 1985). If too
many components and relationships are modeled, the apparent complexity may be too high to
understand the system meaningfully. If the model contains too few elements, an insufficient
number of unsafe interactions may be identified. Different levels of abstraction may be useful for
different system analyses.

Figure 3. 1 shows a simple control structure that shows many of the relationships in
sociotechnical systems. Typically, there are regulatory groups or other government-level
controllers at the top. Below the regulators are the regulated organizations that directly interact
with the controlled process. Figure 3. 1 shows a control structure where all control-feedback
loops exist and are complete. However, real systems may lack entire control loops or adequate
feedback control channels.

—
Regulator A Regulator B
—p
—
Agency C , Agency D

| | ]

Controlled Process

Figure 3. 1 depicts a high-level generic control structure of a
sociotechnical system.

One of the challenges to modeling sociotechnical systems is that, usually, no individual or
organization intentionally designed the systems in their entirety. Instead, the systems evolved
slowly and have a tangled web of interconnections (Nemeth, 2004). For example, healthcare as
an industry evolved over hundreds (if not thousands) of years(Perry et al., 2021). Within the
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United States, each regulatory body was created at a different time to solve a specific problem
(Smith, 2023). However, as technology evolved, the boundaries between the regulatory sectors
changed. For example, medical devices are regulated by the Food and Drug Administration
(FDA). For many years, medical devices such as blood pressure cuffs or stethoscopes did not
contain computers or software. Then, as digital medical records were growing in use, the federal
government created a new agency regulating medical health information technology (the
ONC/ASTP). However, more and more medical devices now include software components,
resulting in overlap and gaps between the jurisdictions of the two agencies (FDA et al., 2014; N.
Leveson et al., 2023).

One of the first challenges is determining how detailed the control structure must be to
identify hazards in the given system adequately. If the control structure includes too much detail,
it reduces the intellectual manageability of the model, making it difficult for people to understand
and interpret the depicted information. If the control structure is too simplistic, it will not capture
critical safety-related interactions. This problem can be solved by using different levels of
abstraction, depending on the specific question being asked. There is no reason that only one
model or one level of abstraction must be used to answer all questions.

Abstraction choices may be easier to understand through a more ubiquitous model—the map.
Every map is a model of a geographical system. However, maps appear remarkably different
depending on the specific problem being solved at any given time.

For example, navigational maps on phones in driver view mode present a limited set of data
points relevant to a driver. These maps often show street names and the approximate size and
shapes of each block, but do not give details about the buildings on the streets or the level of
incline of the road. When following driving directions, the map may include information about
stoplights and highlight the suggested route. However, limited information about the
geographical area is included. Some drivers may wish for more details to be included, while
others may think the map is too crowded with unnecessary information. However, most people
can navigate unfamiliar locations using this system model.

A subway map, on the other hand, looks completely different. Although it represents the
same location as the driving map, the size and shape of the individual blocks are distorted or
removed to convey the relationship between the subway lines. This model helps subway
passengers select the correct line and direction. Additionally, because most cities have chosen a
similar way of communicating subway information, passengers can quickly understand how to
move around a city and transfer between lines in any city they travel to (Kent, 2021). However,
by limiting the scope of information, some subway passengers may not know how close stops are
to each other above ground. Including the necessary details to convey the distance between stops
to passengers may help some passengers navigate, but could cause confusion and reduce
comprehensibility for many more.

In both maps, abstraction is necessary to make the model valuable. In addition, no objective
"correct" model perfectly represents the system (a city, in this example). Maps include or exclude
various pieces of information, depending on the intended use of the map. Models should only be
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as detailed as needed to facilitate the decision-making and problem-solving required for the users
(Machol & Miles, 1973). Different models and levels of abstraction are necessary to solve
different problems.

3.3 Unsafe Control Actions

As with steps one and two, the process of identifying Unsafe Control Actions (UCAs) in a
sociotechnical system is similar to that of a technical system.

In step three of STPA, each controller’s available control actions are evaluated to understand
in which contexts the control action would be unsafe. UCAs are defined as “a control action that,
in a particular context and worst-case environment, will lead to a hazard” ((N. G. Leveson et al.,
2012).

As described in Chapter Two, each UCA has a specific set of components: the control action,
the UCA classification, and the context (N. G. Leveson et al., 2012). The different categories of
control actions are providing the control action, not providing the control action, providing the
control action with unsafe timing or sequencing (too early/too late/out of order), and providing
the control action with unsafe duration (stopped too soon, applied too long). These four
categories cover the complete set of possible ways each control action could lead to a hazard (N.
G. Leveson et al., 2012).

Not all control actions will have UCAs for every category. For instance, some control actions
are discrete and do not have a duration. One example of a discrete control action is the FDA's
audit of a medical device company. An audit is either conducted or not; audits cannot be applied
for too long or too short. Problems that arise from incomplete or insufficient audits will be
captured at a later point in the analysis. Therefore, there will be no UCAs for the last category.

UCAs are identified by evaluating the context of each control action of every controller.
Table 3. 1 shows an example list of UCAs for a physician in a healthcare system.

Table 3. 1 shows a subset of UCAs for a physician in a healthcare system

Control Applied Did not Apply Too late Too Long
Action
Provide UCA 1.1: UCA 1.3: Did UCA 1.4 UCA 1.5:
Treatment Provided treatment | not apply treatment | Applied treatment | Applied treatment
when patient did when patient too late to address | too long after
not need treatment. | needed treatment patient’s condition. | condition was
UCA 1.2: mitigated.
Provided treatment UCA 1.6:
for condition that Stopped treatment
patient did not have before condition
was mitigated

3.4 Scenarios
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Scenarios explain why a controller would reasonably apply a UCA to a system. The process
of identifying scenarios in sociotechnical systems relies on an understanding of how humans
behave in complex systems. Therefore, HFE expertise is necessary for thorough scenario
identification in sociotechnical systems. In this section, a process for using HFE to identify
causal scenarios is presented. The new process expands on a new method for developing causal
scenarios using four high-level scenarios.

3.4.1 New approach to scenario generation

A new approach to identifying scenarios has been developed to formalize the process of
scenario identification. This new approach generates exactly four high-level scenarios for each
UCA, then evaluates each high-level scenario to identify specific causal scenarios (Thomas,
2024). The four classes of scenarios are defined using output and input functions. Each of the
four high-level classes of scenarios is described in the sections below.

Class One
In class one scenarios, the controller receives feedback that correctly depicts the state of the
system but executes the specific unsafe control action anyway.

The general high-level archetype of this scenario is:

e Output: UCA (<Controller> provides <Control Action> when <Context>)
e Input: <Input> correctly showed that <Context>

To use the generic archetype, the variables within the archetype are replaced with the context
of the UCA in question. For example, for the UCA: “FDA does not audit device manufacturer
when its devices are performing below set standard,” the variable <controller> is replaced with
FDA, the variable <control action> is replaced with “does not audit” and the variable <context>
is replaced with “devices are performing below set standard.” In this example, the only variable
not given by the UCA is <input>, which in this example might be “device performance reports.”

Therefore, the example class one scenario for the same UCA is:

e Output: FDA does not audit a device manufacturer when its devices are performing
below the set standard

e Input: Device performance reports correctly showed that devices are performing
below the set standard
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The model of a class one scenario is depicted below in Figure 3. 2.

Class 1

Input:
* Safe controls from
higher-level
controllers
Human Controller +  Correct feedback
from lower
controllers or others

lOutput: Unsafe Control Action Feedback

\ Process/Other Controller

Figure 3. 2 depicts a class one scenario.

Class Two
In class two scenarios, controllers receive feedback that does not adequately represent the

state of the system and execute an unsafe control.
The general high-level archetype of this scenario is:

e Output: UCA (<Controller> provides <Control Action> when <Context>)
e Input: <Feedback/Input> to <Controller> does not adequately indicate <Context>

The example high-level class two scenario for the UCA “FDA does not audit a device
manufacturer when its devices are performing below the set standard” is:

e Output: FDA does not audit a device manufacturer when its devices are performing

below the set standard”
e Input: Device performance reports sent to FDA do not adequately indicate that the
devices are performing below the set standard”

The model of a class two scenario is depicted below in Figure 3. 3.

Class 2

Human Controller

—
Inadequate Input:
* Inadequate controls
from higher controllers
* Incorrect or inadequate
Output: Unsafe Control Action feedbackT

Process/Other Controller |

Figure 3. 3 depicts a class two scenario



Class Three
Class three scenarios are focused on the controller output and the control path. In a class
three scenario, a controller provides a safe control action, but the process receives a UCA.

The general high-level archetype of this scenario is:
e Output: <Controller> does not provide <UCA> but <Process> receives <UCA>

The example high-level class three scenario for the UCA “FDA does not audit a device
manufacturer when its devices are performing below the set standard” is:

e Output: FDA does provide instructions to conduct an audit, but the manufacturer is
not audited when its devices are performing below the set standard.

The model of a class three scenario is depicted below in Figure 3. 4.

Class 3

Human Controller

Output: Safe Control Action Sent

Control Path

Feedback

Controlee input: Unsafe Control Action

Human Controlee/Controlled Process

Figure 3. 4 depicts a class three scenario

Class Four

Class four scenarios are focused on the controlled process or controlled entity. In class four
scenarios, the process does not receive a UCA. However, the process acts as if a UCA had been
provided.

The general high-level archetype of this scenario is:

e Controlee/Process Input: <Safe Control Action (SCA)>
e Controlee/Process Output: <Process> provides <UCA>

The example high-level class four scenario for the UCA “FDA does not audit a device
manufacturer when its devices are performing below the set standard” is:

e Controlee/Process Input: FDA audits a device manufacturer when its devices are
performing below the set standard.”
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e Controlee/Process Output: Manufacturer continues to produce unsafe devices.

The model of a class four scenario is depicted below in Figure 3. 5

Class 4

Human Controller

Qutput: Safe Control Action Sent

Foedback

Controlee input: Safe Control Action

Human Controlee/Controlled Process

1 Controlee Output: Unsafe Action

Figure 3. 5 depicts a class four scenario

3.4.2 Controller Models

To utilize the new approach to scenario generation, Thomas uses the generic controller model
shown in Figure 3. 6 (2024). The model models the way in which a controller uses inputs from
the environment and the system to arrive at control decisions to understand how a controller
could reasonably select an unsafe control action.

Generic Controller Model Control
J' Actions
Controller Responsibilities Other
il Information
Decision Process Interpretation
Making B quel (update
(Control state (Beliefs/ process
Algorithm) |« states) model)
Control I Feedback
J Actions

Figure 3. 6 depicts a generic controller model from (Thomas, 2024)

The six components of a generic control loop depicted in Figure 3. 6 are explained below:

Responsibilities

These are the specific tasks or processes that a controller is obligated to do in accordance
with its role. For example, an insulin dispenser has the responsibility to provide insulin dosages
as needed, a doctor has the responsibility to provide treatment to patients who need it, and a
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hospital financial manager has the responsibility to ensure that the hospital’s income is sufficient
to cover costs.

Decision-making algorithm
The method by which the controller selects which control action will fulfill its
responsibilities.

Process model and beliefs
The model of the system that the controller uses to understand the current state of the system
and how the system will respond to different controls.

How process models are updated
The process by which a controller uses information from the environment or other controllers
to maintain the accuracy of its process model.

Current state of the system

The attribute that determines how the controller responds to input. In software systems, the
current state is often the system mode. For example, an automated controller for a defibrillator
may provide a shock if it is in “emergency” mode and the user presses “start.” If the defibrillator
is in “tutorial” mode, the same “start” input will not result in a shock (Montague & Verdeja,
2021).

Control actions from other controllers, feedback, and other information
Any information from the system or environment that impacts controller behavior.

The controller model in Figure 3. 6 is generic enough to represent both technical and human
controllers. However, to aid scenario identification for human controllers, the generic controller
model is adapted to a more specific human controller model shown below in Figure 3. 7.

Human Controller

Input:
| Information Processing | < * Controls from higher
* * controllers
* Feedback from lower
Respansibilities [ Mental Model controllers
*« QOther Information

L 4

‘ Goals |

¥

‘ Decision Making

Output: Control Actions

Figure 3. 7 depicts a generic human controller model
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While the novel contribution of this chapter is how the model is used to identify scenarios,
the model in Figure 3. 7 has three significant differences from Thomas’s generic controller
model:

Interpretation is changed to information processing, which is how human factors researchers
refer to models of information flow in humans (Proctor & Van Zandt, 2018). Information
processing models enable analysis of if and how humans receive and process sensory input.
Human information processing is distinct from computerized controllers’ interpretation because,
unlike computers, which can be programmed to use every piece of data they receive, humans can
dynamically select what information to pay attention to but are not able to attend to or interpret
all the data they receive (Wickens & Carswell, 2012).

Human controllers' process models are referred to as mental models. The mental model is
how humans store their understanding of the system, or system components, in their memory
(Rasmussen, 1987). Mental models in humans are dynamic and developed by experience and
training, whereas a technical controller’s process model may be programmed and static or
otherwise controlled by the system design.

The current state of a human controller is replaced with the human controller’s current goal.
The state of an automated controller changes how it responds to input. For example, a vending
machine will not dispense a product if it is in the “unpaid” state, even if an item is selected. If
money is inserted into the vending machine and it changes to the “paid” state, the machine will
dispense a product if the same item selection is entered. Humans do not have equivalent states
that can be modeled usefully; humans only have two states: consciousness and unconsciousness.
Instead, humans change how they respond to input based on their goals (Carayon et al., 2012).
For example, a clinician with the goal of cost reduction may select a different treatment than a
clinician with the goal of maintaining a relationship with a specific pharmaceutical company,
even if the two physicians receive the same information and input from their patient (Zarei et al.,
2023). Different inputs may change which goal a controller is prioritizing at any time.

In the following sections, the process for using the human controller model in Figure 3. 7 to
identify low-level scenarios for each of the four scenario classes using HFE is explained.

3.4.3 Identifying scenarios using the human controller model

Each of the four low-level scenarios must be further analyzed to identify detailed lower-level
causal scenarios with more system context to describe why they could have occurred. This
section reviews HFE topics relevant to each of the six components in the human controller model
in order to explain why a controller would find it reasonable to select an unsafe control action.

For each UCA, first, the four scenarios are defined. Then, the process provided in this section
is used to expand the four scenario classes into more detailed causal scenarios. To avoid
repetition, only the additional context of the scenarios is provided in the low-level scenario
archetypes that follow.

For example, the full Class One scenario archetype is:
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¢ Output: <Controller> provides <Control Action> when <Context> because
<explanation>
e Input: <Input> correctly showed that <Context>

The provided low-level scenario archetypes only represent the expanded <explanation>
variable.

The low-level scenario archetypes include new variables that were not used in the high-level
scenario class definition archetypes. All archetype variables used in the scenario archetypes are
defined in Table 3. 2 below. The bold variables are pre-defined by the UCA, the variables in
italics must be identified by system experts based on the context of the UCA and the system:

Table 3. 2 defines the variables used in the scenario archetypes provided in the subsequent section

Variable Significance

<UCA> Unsafe Control Action.

<SCA> Safe Control Action. This is the safe control action given
the context from the base UCA

<Controller> | The entity that provides the UCA being analyzed

<Controlee> | The receiver of the UCA. The controlee can be the

or <process>

process being controlled by the system or another
controller.

<superior A higher-level entity that sends a control action to the

controller> controller

<peer An entity in the system that does not have control over

controller> the controller but may have overlapping responsibilities
with the controller.

<input> The relevant feedback or environmental data

<goal> The system state that the controller is trying to achieve

<system The system state that the system as a whole is trying to

goal> achieve

Controller responsibilities are the tasks or processes that a controller is obligated to do, in
certain contexts and in accordance with their role. Causal scenarios that originate from
inadequate responsibilities involve the specific controls that a controller has access to and
whether the controller has sufficient authority and accountability to make safe control decisions
in all system contexts where necessary. Two main categories of responsibility-based scenarios
exist: 1) controllers have insufficient responsibility or authority, and 2) multiple controllers share
a responsibility.
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Inadequate control authority

In order to provide a safe control action, a controller must have the responsibility and
authority to make that action. If a controller does not have the authority to make the correct
control decision given the system context, they will make an unsafe decision regardless of the
quality of feedback or their ability to problem-solve. For example, a hospital manager may not
have the authority or responsibility to hire additional nurses, even if they receive feedback that
shows that they have insufficient staffing.

Detailed scenario archetypes stemming from inadequate control authority are provided in
Table 3. 3.

Table 3. 3 contains scenario archetypes related to inadequate control authority.

Class Detailed Causal Archetype

One <Controller> did not have the responsibility to <SCA>
given <Context> indicated by <Input>

<Controller> had the responsibility to execute <UCA>
regardless of <Input>

Two The <Controller> did not have the responsibility to question
the <Input>; instead, it had the responsibility to make
control decisions based on the <Input>.

<Controller> knows that <SCA> is necessary. However,
they believe that no one else has executed the <SCA> yet,
but the <Peer Controller> has. The control action may be
unsafe if duplicated.

<Controller> has the responsibility to verify <Input> before
making a control decision. However, the <Controller> may
rarely encounter errors, so they may skip the verification
step to save time.

<Controller> knows that <SCA> is necessary. However,
because of <Input>, they believe that it has not been
executed by <Peer Controller>, but <Peer Controller> has
already done so.

<Controller> knows that <SCA> is necessary. However,
they believe that it has already been executed by <Peer
Controller>, but <Peer Controller> has not.

The <Controller> has the responsibility to request updated
<Input>, but does not realize that their <Input> is outdated.

Three <Control path> only sends control actions after they are
verified by another <Controller>who disapproved of the
<SCA>
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Four <SCA> is outside of the responsibilities of <Controller> so
<SCA> is ignored by <process>

Shared Responsibilities

Other scenarios that may arise from inadequate allocation of controller responsibilities
involve controls that are shared between multiple controllers. Shared responsibilities can lead to
unsafe control selection when controllers are unsure who is responsible for executing a control
action in each context. If every controller assumes that someone else will take responsibility, the
control action may not be executed at all. In large sociotechnical systems, individuals often make
assumptions about the responsibilities of external organizations or other people (Dewar, 2002).
In a hospital, for example, many members of the IT department may be aware that a specific
control is needed, such as implementing a software update. However, if everyone assumes that
someone else is responsible for the update, the update will not happen (N. Leveson et al., 2023).

In addition to controls never being implemented, many control actions require coordination
between multiple people or organizations. Lack of coordination can cause hazards when the
actions of different controllers are canceled out or otherwise negatively interact with each other.
If controllers are unaware of the responsibilities and actions of other controllers, they could lose
coordination and select unsafe control actions. Moreover, sociotechnical systems adapt and
change over time. Therefore, responsibility allocations that were safe in the past must be updated
and coordinated as the system changes.

Detailed scenario archetypes stemming from shared responsibility are provided in Table 3. 4.

Table 3. 4 contains scenario archetypes related to shared responsibility.

Class Detailed Causal Archetype

Class <Controller> knows <SCA> is needed but believes that
One <Peer Controller> is responsible for executing <SCA>. The
control action may be unsafe if duplicated, so <Controller>
does not execute the control.

<Controller> knows that <SCA> is necessary. However,
they believe that it has not already been executed by <Peer
Controller>. <Peer Controller> executed the control action,
but there is a time delay on the system impact. <Input> may
only indicate whether the effect has occurred, rather than
whether the control itself has been engaged.

Class <Controller> uses <Input> to determine whether a control
Two has been executed by others in the system. It may be
possible for another <Controller>to execute the control
action without changing <Input>.

Class <Controller> does not execute <UCA> but another
Three <Controller>enacts it anyway.
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Class <Controlee> has a default setting that may be unsafe if no
Four controls are provided by any controller.

While there are many definitions of the term mental model (Rasmussen, 1987; Rouse &
Morris, 1985), this thesis uses the definition given by Rasmussen that mental models “are used to
predict future events and responses of the environment to human actions; to find causes for
observed events; to determine proper changes in the environment to obtain desirable responses”
(Rasmussen, 1987, p. 10). In essence, mental models refer to the way humans store their
understanding of system behavior in order to predict future system states and identify appropriate
actions (Rasmussen, 1987). Humans’ ability to safely select control actions relies on whether
their mental model of the system correctly matches the behavior of the real system.

Mental models are critical for humans to both use feedback to understand the current system
state and to help run internal “what-if”” hypothesis tests, where different inputs are tested and
potential outputs are compared without making any changes to the system itself (Rasmussen,
1987; Rasmussen et al., 1990; Sharit, 2012).

A well-developed mental model, created through experience and training, can reduce the
required effort to maintain control over the system (Endsley, 1995). Mental models help humans
identify the current system state by matching current perceptual data to previous system
behavior. Humans can use mental models to find close matches even if the available information
is incomplete or inconsistent (Endsley, 2012).

Scenario archetypes from inadequate mental models are provided in Table 3. 5.

Table 3. 5 contains scenario archetypes related to inadequate mental models.

Class Detailed Causal Archetype

Class <Controller> is unable to identify the correct control action
One associated with <Input>. The <Controller>may not have
sufficient experience to have a well-developed mental
model or may be stressed/distracted/fatigued, etc.

Class The <Controller>"s mental model is that <Input> is a direct

Two indication of system status; however, the <Input> is a
measure of a different construct that may not always align.

Class The <Controlee>’s mental model of the system leads them

Three to believe that the <SCA> is unsafe, so they do not adhere
to it.

Class <Controlee> interprets the control in a different way than

Four was intended by the <Controller> due to mismatched

mental models.

Memory and Recall
Mental models use a combination of short-term and long-term memory. Humans have a
theoretically infinite long-term memory (Wang et al., 2003). However, creating and storing
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mental models in long-term memory in ways that can be readily accessed and used is highly

dependent on training and experience (Gobet & Simon, 1998). Information existing in long-term
memory does not guarantee that information will always be retrieved in the appropriate context

(Dismukes, 2006). Experience and training differentiate between a human who can recall the

appropriate information at the right time and one who cannot.

When operators lack a substantial, pre-existing mental model in their long-term memory that

is easily accessible, they rely more heavily on their short-term memory. Short-term memory is

extremely limited, and information is easily lost from short-term memory when people become
distracted or their attention is redirected (Endsley, 1995).

Familiarity with a system increases the amount of information a human can keep in their

short-term memory because they can chunk the perceptual information into denser blocks (Gobet

& Simon, 1998). For example, an experienced doctor may see a patient’s chart and be able to

keep a set of symptoms as one block in short-term memory if those symptoms are often clumped
and fall under a typical diagnosis. A doctor working outside of their specialty may need to store
each piece of diagnostic data separately, allowing them less capacity to store other information.

Scenario archetypes that involve memory and recall are shown in Table 3. 6.

Table 3. 6 contains scenario archetypes related to memory and recall.

Class

Detailed Causal Archetype

Class
One

<Controller> has limited familiarity with the system and
takes too long to identify what perceptual cues are useful
for addressing the current system context.

The <Controller>’s training did not prepare them to identify
the safe control action when <Input> emerged. This context
was not covered in the training due to the <Context>.

Over time, <Controller>’s mental model shifted to relying
on <Input> to determine their action selection. <Controller>
may not have experienced a system state where <Input>
was accurate, but other forms of feedback were necessary to
make a safe decision.

The decision was needed quickly, and <Controller>’s
mental model required more cognitive resources than they
had available at the moment.

The <Controller> had not experienced this <Context>
before, but they had experienced the same <Input> before.
Their mental model may therefore be unaware that the
<Input> could correspond to multiple system states.

Class
Two

The <Controller>’s mental model relied solely on <Input>
as a decision-making factor because they could not recall
other <Inputs>.
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Class

Three
Class <Controlee> receives <SCA>, but the <SCA> may be
Four generic, and the <Controlee>is unable to translate the

general advice into their mental model of their system.

It is not sufficient for a human controller to have a detailed and robust mental model; they
must also continually update their mental model as the environment and system context change
and evolve over time. Humans cannot directly utilize every piece of data in their environment;
they have limited cognitive resources that must be split over perceiving data using sensory
organs (sight, hearing, touch), directing attention to the sensory input in order to understand it,
and selecting what information to use to update their mental models of system behavior
(Baddeley & Hitch, 1974). HFE researchers refer to this process as information processing.
Human information processing is a mostly subconscious process, but the limitations at each step
have important implications for when and if a mental model is adequately updated (Wickens &
Carswell, 2012).

Interpretation of available feedback

In order to adequately maintain an accurate mental model, humans must not only constantly
perceive critical information from their environment, but also direct cognitive resources to attend
to the sensory data in order to comprehend its significance (Baddeley & Hitch, 1974).
Experiments have shown that humans store a limited amount of sensory data in working
memory, even if they are not paying attention to the input (Endsley, 1995). For example, students
attending lectures are often able to recall the last sentence their professor said if questioned, even
if they were not paying attention. However, the same student may be unable to recall what was
said a few sentences earlier because information stored in working memory is quickly erased if it
is not attended to (Baddeley & Hitch, 1974).

The decision to attend to a sensory input is not always a conscious decision. Humans have a
limited amount of cognitive bandwidth to dedicate to tasks at any given time. If humans are
focused on a task, for example, they may not have sufficient cognitive resources to allocate to the
interpretation of new data (Endsley, 2012; Wickens & Carswell, 2012). Therefore, even if a
display changes information or an alarm goes off, the human will not necessarily have the
capacity to interpret or comprehend the change.

One factor that determines the speed and accuracy of humans' ability to condense perceptual
information into an understanding of the current system state is the training and experience of the
human. Experience allows humans to quickly sort through perceptual information and match it
with system states they have previously experienced (Gobet & Simon, 1998). Therefore, experts
exert far fewer mental resources to understand the perceptual information they have received and
have more cognitive resources free to attend to unexpected input (Proctor & Van Zandt, 2018).
Unsafe control decisions may be caused by insufficient training requirements or inadequate
motivation for lower-level controllers to stay in their positions long enough to obtain experience.
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For example, suppose a new nurse is attending to a patient when multiple alarms go off. The
nurse will spend significant mental resources perceiving all the information suddenly flooding
his environment. The nurse will, therefore, have reduced cognitive resources remaining to
understand the patient’s status based on the various alarms. As a result, the nurse may have
insufficient cognitive resources to predict the patient’s future status based on the patient’s current
status. An experienced nurse, on the other hand, may have experienced this combination of
alarms before. Therefore, fewer mental resources will be expended by the nurse on perception
and understanding. The experienced nurse will have more bandwidth to predict the patient’s
future status and determine the necessary intervention. In this example, one of the critical
differences between the new nurse and the experienced nurse is the comparative detail of their
mental models.

Furthermore, a controller’s access to data and information is often influenced by others in the
system. Controllers must ensure they provide appropriate levels of feedback or access to
information to others in the system when possible. If a controller receives too much data, they
may not be able to identify the most critical information and may expend too many mental
resources on irrelevant details. While there is often a belief that more information is better,
decision-making becomes worse if too much information is provided, especially during stressful
situations (Wickens et al., 2013). On the other hand, if too little information is provided, the
controller may not be able to identify changes in system state.

Scenario archetypes that result from the interpretation of feedback are provided in Table 3. 7.

Table 3. 7 contains scenario archetypes related to interpreting feedback.

Class Detailed Causal Archetype

Class <Controller> had an accurate mental model before a system
One change; however, once the system behavior changed, the
controller’s mental model did not. Therefore, they
interpreted <Input> incorrectly.

<Controller> was inundated with <Input> and was unable
to identify what was causing the system to change states.
There may have been no direction from the system to guide
the response or interpretation of the <Input>.

The <Controller>’s mental model did not update when the
<Input> changed because they were focused on another
source of <Input>.

The <Controller>s mental model did not update when the
<Input> changed because it conflicted with their initial
hypothesis of the system state, and the <Input> was not
salient enough to prompt a change in their hypothesis.

The <Controller>"s mental model did not update when the
<Input> changed because other feedback sources were
showing conflicting information, and the <Controller> was
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overwhelmed and could not determine which <Input> was
the most relevant.

Class The <Controller> was overwhelmed with <Input> data and

Two focused solely on <Input> to maintain their focus, but was
unable to recognize that <Input> conflicted with other data
sources.

<Controller> had no other forms of <Input> to challenge
the information provided by <Input>.

<Controller> believed that the inputs used to monitor the
system state were based on different underlying data
sources. However, there were underlying relationships
between the Inputs such that if one was incorrect, the others
were also incorrect.

<Controller> believed <Input>, but the information was an
indication that it was no longer reliable, for example, a dial
reaching its maximum value.

Class <Controlee> cannot receive the <SCA>, so the <SCA> was
Three either mistranslated or ignored.

Class <Controller> had an accurate mental model before a system
Four change; however, once the system behavior changed, the
controller’s mental model did not. Therefore, they
interpreted <Input> incorrectly.

<Controller> was inundated with <Input> and was unable
to identify what was causing the system to change states.
There may have been no direction from the system to guide
the response or interpretation of the <Input>.

The <Controller>s mental model did not update when the
<Input> changed because they were focused on another
source of <Input>.

The <Controller>’s mental model did not update when the
<Input> changed because it conflicted with their initial
hypothesis of the system state, and the <Input> was not
salient enough to prompt a change in their hypothesis.

The <Controller>’s mental model did not update when the
<Input> changed because other feedback sources were
showing conflicting information, and the <Controller> was
overwhelmed and could not determine which <Input> was
the most relevant.

Salience
Because not all information in the environment will be interpreted, the human brain must
determine which information is most valuable to pay attention to at any one time (Wickens &



Carswell, 2012). Humans select what to pay attention to using the salience of the sensory input
or their expectations from previous experience (Wickens, 2002). Salience refers to the degree to
which a perceptual cue sticks out from the environment, while experience governs where humans
expect to locate critical information. A well-established mental model can direct attention to
environmental stimuli with the highest expected value for relevant system information (Vidulich
& Tsang, 2012).

For high-level decision-makers, there is often an abundance of system information available;
however, some information may be more difficult to obtain or utilize. Decisions about what
information to attend to may be based on a trade-off between the value expected from the
information and the perceived level of effort to obtain the data (Wickens & Carswell, 2012). For
example, hospital administrators may know that input from clinicians could improve their
decision-making. However, the administrators may believe it would be too costly in time or
money to solicit input from clinicians and rely instead on assumptions or readily available
information.

Scenario archetypes stemming from the salience of feedback are provided in Table 3. 8.

Table 3. 8 contains scenario archetypes related to the salience of feedback.

Class Detailed Causal Archetype

Class <Controller> may not have expected to find valuable
One information from <Input>; they may have developed a habit
over time of relying solely on other sources of Input.

<Controller> receives more <Input> from <Peer
Controller> than others. They therefore develop a mental
model that <Input> represents the state of the system.
However, another <Peer Controller> may experience a
different perspective but not have the time or resources to

report.
Class The most salient piece of <Input> available to the
Two <Controller> was <Input>
Obtaining an improved <Input> source may have been
difficult or costly.
Class <Controller> may have used an outdated control path

Three mechanism to send the <SCA>. The old control path may
still technically function, but may not be monitored as

routinely.
Class <Controller> issued <SCA> in a format that did not catch
Four the attention of the <Controlee>. The control might have

been buried in other less critical information, or in a format
that <Controlee> believes usually does not contain useful
information.
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<Controller> believes that another task is a higher priority.
<Controlee> may not have made the importance of <SCA>
clear enough to redirect the energy and attention of
<Controller>

Biases

Humans are extraordinary pattern recognizers and can make informed inferences and
deductions based on scant data. However, to manage complexity, human cognition uses biases
and heuristics to make assumptions about systems (Tversky & Kahneman, 1974). Biases and
heuristics are innate cognitive methods humans use to make quick judgments about their
environment. Heuristics are critical for managing complex systems, but they are not always
accurate. However, as expertise and experience increase, the heuristics and shortcuts humans
employ become more accurate (Lehto et al., 2012).

One factor that can reduce the quality of decision-making is the speed at which the decision
is required. Humans keep mental models at different levels of abstraction. Controllers may have
a detailed mental model that can consider dozens of factors. However, controllers under time
pressure may not have time to use such a mental model to run mental hypothesis tests
(Rasmussen, 1990). Therefore, if a decision is rushed, the controller may need to use a simpler
mental model that considers fewer contextual factors and is subject to more approximate
heuristics.

One heuristic humans use to evaluate feedback is correlating event frequency with future
event likelihood (Wickens & Carswell, 2012). For example, suppose a hospital has only
experienced one outbreak of a dangerous strain of bacteria in the last decade. Hospital managers
may not interpret signals of infection across different departments as a widespread problem that
requires immediate intervention. Safety management systems must, therefore, calibrate alarms
and event flagging carefully. Missed events can lead to clear harm, including accidents, while
false alarms can lead to response delays and alarm fatigue (Wickens & Carswell, 2012). Alerts
for events that are infrequent may need to be accompanied by supporting data so that controllers
understand what is triggering the alarm.

Scenario archetypes stemming from human cognitive biases are provided in Table 3. 9.

Table 3. 9 contains scenario archetypes related to cognitive biases.

Class Detailed Causal Archetype

Class <Controller> did not believe <Input> source because there
One was insufficient corroborating information, and the system
state <Input> indicated was rare.

<Controller> believed that <UCA> would address the
<Context> because of training or education.

<Controller> believes that <Input> requires <UCA>
because the most recent incidents where <Input> was true,
<UCA> was used.
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The <Controller> had less time than usual to make a
decision. They may not have been able to consider all
factors when making the decision.

Class <Controller> believed <Input> because the system state it
Two indicated was typical or expected.

Class <Controller> sends <SCA>, but it is passed through a group
Three that makes a change that they don’t realize will change the

impact of the <SCA>.
Class <Controlee> received <SCA> but had not or rarely received
Four this command previously and waited for confirmation to

execute the requested action.

<Controlee> did not verify system state indicated by
<SCA> because it was a routine action

Hypothesis Testing

Sometimes, feedback and hypothetical tests alone are insufficient to keep a mental model
current. When a controller does not understand the system's current state or how it would react to
different inputs, humans often test hypotheses by making changes to the system to observe the
results (Rasmussen, 1990).

For example, if a nurse is attending to a patient and the equipment goes dark, she may
hypothesize that the power has gone out. She may try to turn on a light in another room to
determine whether the problem is localized to her room. She may look out the window to see if
other buildings have power. If the power is on in other locations, she may attempt to reset the
equipment.

System designers may inadvertently limit the ability of system controllers to conduct
hypothesis testing adequately, potentially leading to a loss scenario. Accidents often occur when
humans cannot intervene before negative consequences from a test occur (Rasmussen et al.,
1990).

Scenario archetypes that involve hypothesis testing are provided in Error! Reference source
not found..

Table 3. 10 contains scenario archetypes related to hypothesis testing.

Class Detailed Causal Archetype

Class The <Controller>’s mental model did not update when the
One <Input> changed because it conflicted with their initial
hypothesis of the system state, and the <Input> was not
salient enough to prompt a change in their hypothesis.

The <Controller>’s mental model did not update when the
<Input> changed because other feedback sources were
showing conflicting information, and the <Controller> was
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overwhelmed and could not determine which <Input> was
the most relevant.

<Controller> knew that the system was in a new state due
to <Input>. However, they did not know how this new state
affected the impact of their controls. They may try <UCA>
to test the system impact, but did not know that the effects
of <UCA> would be hazardous given <Context>

Class
Two

The <Controller>’s mental model was updated when the
<Input> changed, and other <Inputs> that were correct
appeared unreliable.

The <Controller> did not receive <Input> in time and was
unable to determine why the system was behaving in a
certain way. Therefore, they needed to conduct hypothesis
tests on the system to troubleshoot. The <Controller>
believed that <UCA> would be a safe test, as it would
provide essential information on the system's state.
However, given <Context>, the test was unsafe.

<Controller> received <Input>, but the <Input> could be
true in multiple system states. Therefore, they needed to
conduct tests. <Controller> believed that <UCA> would be
safe and give them important information on the state of the
system. However, given <Context>, the test was unsafe.

Class
Three

<Controller> was conducting small hypothesis tests that
were not intended to be implemented at the system level.
However, the <Controlee>interpreted the action as a sign
that it was the correct action to implement system-wide.

Class
Four

The <Controller>s mental model did not update when the
<Input> changed because it conflicted with their initial
hypothesis of the system state, and the <Input> was not
salient enough to prompt a change in their hypothesis.

The <Controller>"s mental model did not update when the
<Input> changed because other feedback sources were
showing conflicting information, and the <Controller> was
overwhelmed and could not determine which <Input> was
the most relevant.

<Controller> knew that the system was in a new state due
to <Input>. However, they did not know how this new state
affected the impact of their controls. They may try <UCA>
to test the system impact, but did not know that the effects
of <UCA> would be hazardous given <Context>
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Decision-making processes refer to the methods controllers use to select between multiple
control actions. One of the most common models used to understand human behavior and
decision-making today classifies human behaviors into three categories: skill-based, rule-based,
and knowledge-based (Rasmussen, 1983).

Skill-based behaviors are frequently repeated and require minimal active mental energy.
Skill-based decisions happen quickly and often subconsciously. A soccer player dribbling does
not need to think about each individual muscle flexion as they make their way down the field.
Other common skill-based behaviors include touch typing for an experienced secretary or route
manufacturing steps. Skill-based decision making is outside of the scope of this thesis because
those types of actions do not have a significant impact on safety-critical decisions in
organizational or managerial contexts (Rasmussen, 1983).

Rule-based behaviors are selected by matching the current situation to a previously known
behavior. Rule-based behaviors require active effort to identify the appropriate action, but limited
problem-solving is necessary. Other examples of rule-based behavior include expert technicians
troubleshooting a frequent problem or doctors diagnosing a common ailment. Some rule-based
behaviors may transition to skill-based behaviors as humans gain more practice and experience
(Rasmussen, 1983).

Finally, knowledge-based behaviors describe human responses to novel or challenging
conditions. Knowledge-based behaviors emerge when humans encounter unfamiliar problems or
system states. Examples of knowledge-based behaviors include developing new experimental
treatments or making strategic management decisions to improve patient throughput in a hospital
(Rasmussen, 1983).

As situations and contexts evolve, people transition between skill-based and rule-based
decisions, or from rule-based to knowledge-based decisions. Staying at an inappropriate
decision-making level can lead to an inappropriate response (Rasmussen, 1983).The next
sections describe how rule and knowledge-based decision-making can lead to unsafe control
action selection.

Rule based

Controllers often develop rules for responding to repeated system contexts. They may also
receive training or instruction that provides a list of procedures to follow in specific contexts. In
humans, these set responses are called scripts (Schank & Abelson, 1977).

Scenarios may arise when controllers develop scripts that default to a specific control action
in certain contexts that do not include steps to evaluate all sources of feedback. Consequently, a
controller could systematically overlook a critical piece of feedback, even if it provides useful
information. Such patterns may be provided in training or may have developed over time
(Thomas, 2024).

Additionally, unlike computers, humans cannot simply learn new scripts and delete out-of-
date scripts. As systems evolve and change, humans may identify an inadequate script that no
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longer works in the new context. Pilots who move from Boeing planes to Airbus Planes, for
example, must learn an entirely new set of scripts. The pilots who are new to Airbus only need to
learn the scripts applicable to an Airbus. However, the transferred pilots may require additional
training to identify which of their Boeing scripts are no longer helpful or actively harmful.

One challenge humans may encounter with rule-based decision-making is identifying when
to deviate from a script and transition to a different mode of problem-solving. For example, a
doctor with a patient experiencing high blood loss will follow a standard routine to mitigate the
concern. If the default actions are ineffective, the doctor must deviate from their script. Knowing
when to move away from a specific script is difficult. Humans are prone to paying more attention
to information that confirms their hypothesis and minimizing information that conflicts (Wickens
& Carswell, 2012).

Table 3. 11 shows scenario archetypes for rule-based decision making.

Table 3. 11 contains scenario archetypes related to rule-based decision making.

Class Detailed Causal Archetype

Class <Controller> has developed an incorrect script as a
One response to <Input>, either due to negative transfer, system
changes, or training.

The <Input> was associated with too many scripts, and the
<Controller> could not determine which one was correct.

Earlier <Input> prompted the <Controller>to invoke a
script that did not involve checking or attending to <Input>.

Class <Input> was not specific enough to allow the
Two <Controller>to realize that their trained scripts were
insufficient to handle the situation.

Class <SCA> had previously been accompanied by another
Three control. <Controlee> may have learned to wait for the
additional control before changing their behavior.

Class <SCA> was responded to by <Controlee> in a particular
Four way in the past. However, after a change to the system,
<SCA> had to be responded to in a new way.

Knowledge Based

If humans are unable to identify a script that works for the current system context, they move
to knowledge-based decision-making. In these cases, humans use their knowledge of the system,
their mental model of how it functions, and other information to identify and evaluate new
potential control actions.

One form of knowledge-based problem-solving is creative problem-solving, which involves
inventing novel solutions and assessing their potential effectiveness. Creative problem-solving
takes significant cognitive resources and time. If humans become fatigued during the process of
creative problem-solving, they are at risk of falling into cognitive tunneling. Cognitive tunneling
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describes a state where the person is unable to come up with new ideas and stays too focused on
one channel of reasoning (Wickens & Carswell, 2012).

Another way that knowledge-based decision-making can lead to unsafe decisions is when the
information used to make a decision is based on an incorrect assumption. Unfortunately, humans
have difficulty differentiating between assumptions and known facts in their mental models and
are unable to recognize when they are using facts or assumptions to make a decision (Lehto et
al., 2012; Wickens et al., 2013). Scenarios should identify the incorrect assumption itself, how
the assumption emerged, and why the system is not set up to identify or correct it.

Unidentified reliance on an inaccurate assumption is not limited to individuals. Erroneous
assumptions are often held widely across an organization or industry. For example, individuals
within a particular field may have been subject to the same training or other potentially
erroneous information. Additionally, information imparted to many through conferences,
presentations, and publications may be misleading or inaccurate. Publication biases are a well-
known source of industry bias; for example, in psychology, many long-held beliefs about human
behavior were called into question after it was revealed that the studies could not be replicated
(Korbmacher et al., 2023; Open Science Collaboration, 2015).

Knowledge-based decisions may lead to unsafe control actions when controllers lack the
necessary knowledge to predict how the system state will respond to different control inputs.
When humans make choices, they rely on their mental model of the system to predict how
different control actions will impact the system's future state (Endsley, 1995; Rasmussen, 1987).

Mental models are particularly critical for allowing humans to conduct mental “what-if”
hypotheses and compare the potential predicted outcomes. The usefulness of this approach will
depend on the accuracy of the user’s mental model. If the mental model cannot run “what-if”
tests, humans may need to run diagnostic tests on the system itself. For example, a hospital group
managing dozens of locations may be unable to predict how changing a work process will impact
efficiency. Instead of rolling out the change to all locations, the group may test out the change on
one or two locations first. Diagnostic tests could also include a physician providing different
treatments to patients without a precise diagnosis. The physician will use the outcome of the
treatments to help inform their mental model of the patient’s condition and rule out or include
different diagnoses. While these tests are often helpful, they increase the risk of providing an
inappropriate control action for the system. For example, a doctor may provide a treatment that
causes the patient significant harm while they are trying to rule out different diagnoses.

One reason humans struggle to develop adequate mental models is that actions frequently
have multiple effects in complex systems. For example, mode confusion is when a controller
makes a decision based on an incorrect belief about the current system mode (Sarter & Woods,
1995). Often, in modern complex systems, one specific action has different effects depending on
the mode of the system. A controller who believes the system is in mode A may believe control
action Z will have a safe impact on the system. However, if the system is actually in Mode B,
Control action Z may instead create an unsafe system state. A simple example of how control
inputs can change meanings depending on system mode is how pressing the “volume up” button
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on many smartphones usually increases the volume. However, if the phone is in camera mode,
the volume-up button will take a picture.

Furthermore, the side effects of an action may continue beyond what was predicted. For
example, in one real healthcare system, an insurer believed a hospital had too many adverse
events. The insurers paid for the additional care patients required after an adverse event. The
insurer believed refusing to cover patient care resulting from adverse events would incentivize
the hospital to perform better. When the policy was changed, the hospital had less money to
cover its operating costs. To compensate for the lost income, the hospital needed to bring in
additional patients and increase its treatment volumes without increasing staffing or equipment
resources. In the end, the hospital’s adverse event rate increased instead of decreasing
(Stringfellow et al., 2009).

Table 3. 12 has scenario archetypes for knowledge-based decisions.

Table 3. 12 contains scenario archetypes related to knowledge-based decisions.

Class Detailed Causal Archetype

Class The <Controller> lacked sufficient time and mental
One resources to identify a novel solution to the <Context>. No
previous solution would have been safe in this context.

The <Controller>’s mental model was not granular enough
to run satisfactory “what if” tests to evaluate control
options.

<Controller> was unaware that the <UCA> they chose
would have side effects beyond the desired effect.

Class <Input> could not provide <Controller> with information
Two about the effects of the available controls.

<Input> was insufficient to keep <Controller> aware of the
<Controlee>’s mode. The <UCA> would have been safe if
the <Controlee> were in a different mode.

Class <Controlee> changed modes between the control action
Three being sent and the control action being received.
Class <Controller> may not have understood why <SCA> was
Four issued. Because they have access to a different set of
information, they may ignore or otherwise not exercise full
control.
View of the problem

In addition to difficulties with rule- or knowledge-based decision-making, humans can reac
different decisions about which controls to select based on how they view the system and their
position within it.

h
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For example, controllers may have different problem-solving biases depending on their
placement in the control hierarchy. Lower controllers are biased toward solutions that avoid the
worst-case scenario, while higher-level controllers are more inclined towards solutions that
prioritize the best-case outcome (Wickens et al., 2013). These distinct preferences result in
different decisions and behaviors. One of the ways that controllers can impact how lower-level
controllers problem-solve and arrive at solutions is through changing the way that decisions are
framed (Wickens et al., 2013).

Humans also have difficulty selecting the appropriate control action in scenarios where they
misattribute the risk or severity profile. Regardless of the likelihood, humans are more likely to
take preventative measures when the potential loss is severe. However, they are less likely to use
preventative measures when the severity of the loss appears smaller, even if it is a frequent event
(Wickens et al., 2013).

Furthermore, in many systems, major losses are rare. Consequently, people often
overestimate their own abilities because they have not personally experienced such a loss. This
overconfidence can lead to the onset of riskier behaviors (Wickens et al., 2013) as controllers are
less likely to predict losses or hazards when making control decisions.

Scenario archetypes based on a controller’s system perspective are shown in Table 3. 13.

Table 3. 13 contains scenario archetypes related to a controller's view of the system.

Class Detailed Causal Archetype

Class <Controller> prioritizes the best-case outcome and is

One unaware of <Context> that would change the effect of
<UCA>. The existing <Input> may be technically correct,
but it is insufficient to predict the outcome of <UCA>.

Because the <Controller> perceived the risk of error to be
minimal, they were less attentive to feedback such as
<Input>.

<Controller> did not believe <Input>, because no loss had
happened previously in their experience. <Input> was
insufficient to change their mental model of the current
system’s behavior.

Class <Controller> prioritizes the best-case outcome over

Two possible hazards, but the overall system has the opposite
priority. Because <Controller> was prioritizing a best-case
outcome, they may have a lower perceived value from
conflicting information.

Class <Controlee> does not believe <SCA> is necessary. They
Three may have received similar controls and ignored them
without consequence in the past.
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Class
Four

<Controlee> ignores <SCA> because it has received
instructions or training to prioritize a different outcome.

Optimization and experimentation

Human problem-solving is not limited to solving problems that job tasks pose. Often,

problem-solving involves optimizing behaviors to achieve comfort or efficiency. Over time, this

optimization can result in the elimination of safety-related preventative measures such as
donning protective equipment, setting up safeguards, and completing all steps in a process

(Rasmussen, 1990). To prevent such manners of problem-solving, processes must be designed to
make unsafe actions difficult and safe actions straightforward (N. Leveson, 2011). Furthermore,

there must be ways for controllers to identify when a shortcut or optimization step makes their
process less safe. Often, accidents are the only signal controllers have regarding whether a

process has been changed too much in an effort to improve efficiency.

Table 3. 14 shows scenario archetypes based on optimization and experimentation.

Table 3. 14 contains scenario archetypes related to optimization and experimentation.

Class

Detailed Causal Archetype

Class
One

The <Controller> was experimenting to make a process
more efficient. The <Controller> further reduced safety
margins on <Control action> because they had received no
negative feedback the last time <UCA> was executed.

<Controller> did not believe that <Input> indicated <UCA>
would lead to negative consequences, as previous instances
of <UCA> had not resulted in negative consequences.

<Controller> did not realize that <Control Action> was set
to be strict enough that any deviation from <Safe Control
Action> would lead to a hazard.

Class
Two

<Controller> does not verify <Input> because previous
verification steps did not change their decision-making.

Class
Three

<Controller> provided safe control action to <Controlee>
that was too difficult or time-intensive for <Controlee> to
follow every time.

Class
Four

While the <Controller> provided <SCA>, there was no
<Input> from the <Controlee> indicating that the control
was adequate. Over time, the <Controlee> may have
stopped fully following the <SCA>.

Unlike technical system components that have designated “states,” humans do not have true
modes. Instead, humans change how they respond to input based on their goals. Different inputs
may change which goal a controller is prioritizing at any time.
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Misaligned Goals

If the goals of controllers (either individuals or organizations) are not synchronized with
broader system goals, unsafe scenarios will arise. One common way goals lose alignment is
when organizations provide incentives to their members that do not align with the system's goals
(Carayon et al., 2012; N. Leveson, 2011). For example, suppose a healthcare organization aims
to maximize patient throughput but does not provide incentives to employees when patient
numbers go up or disincentives when patient numbers decrease. In such an organization,
employees will be unlikely to cooperate with the push to increase throughput unless they are
incentivized to work towards the same goal that management has.

Incongruous statements and actions from higher-level controllers can lead employees to
make assumptions about which control actions will yield the best outcome for the system or
themselves. Inaccurate assumptions about the state of other controllers can lead to scenarios
where feedback or controls are interpreted differently than expected (Colquitt et al., 2011). For
example, an employee may have faulty assumptions about the goals of their supervisors.
Employees may believe their supervisor’s top priority is workplace efficiency, not safety.
Employees who assume their boss does not prioritize safety may choose riskier controls that
prioritize immediate efficiency. Communications and incentive structures must align with the
overall system goals to prevent unsafe action selection.

Another example is a company that claims its priority is safety and verbally informs its
employees that safety is the top priority. Nevertheless, if the company only provides incentives
for achieving productivity metrics, such as reducing downtime or increasing output, it may not
adequately reward employees who make safety-minded decisions. In that case, employees will
have the goal of avoiding negative consequences and will be less likely to make safety-minded
control actions in the future.

Goals can also conflict between different people in a system. Often, unsafe outcomes occur
when humans operating the system have different goals than higher-level controllers. This
conflict creates a mismatch between the goal conditions of higher and lower controllers. For
example, consider a control loop between hospital management and clinicians. Management
might have the goal of reducing missed critical laboratory test results. Therefore, management
institutes a policy that requires clinicians to acknowledge all lab results within one hour of
receipt. Clinicians may have the goal of avoiding potential reprimands. Consequently, clinicians
may create habits of marking all lab results as acknowledged before truly evaluating their values.

Table 3. 15 contains scenario archetypes based on misaligned goals.

Table 3. 15 contains scenario archetypes related to misaligned goals between a controller and the broader
system.

Class Detailed Causal Archetype

Class <Controller>’s goal of <goal> conflicts with the system
One level goal of <system goal> because <Context>
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<Controller> misinterpreted the command from <higher
level controller> because they had the wrong goal in mind
for system performance

The <Controller> was incentivized to maximize a different
parameter than what was best for the system. They may
have known that the control would lead to an unsafe result,
but believed the <UCA> would lead to the best outcome for

them.

Class Communication from <Superior Controller> was

Two interpreted in a way that changed the goal state of the
<Controller>

Class <Controller> sees that they need to improve safety, but

Three believes that the <UCA> will improve performance.
However, they don’t realize that <Controlee> will find an
unsafe workaround to achieve the requirements in the

<UCA>.
Class Controlee receives <SCA>, but the <SCA> may not come
Four with enough incentives for them to follow through.

Switching between Goals

Human controllers can have multiple goals at once, and their goals often conflict (Simon,
1957; D. D. Woods, 2000). For example, a hospital administrator may have the dual goals of
averting accidents and increasing profitability. These two goals do not always conflict; a hospital
with too many accidents will not be profitable. However, when making decisions such as setting
appropriate staffing levels or setting patient throughput metrics, the goals of profitability and
safety will conflict.

The incentives or motivation structures of systems and organizations often drive an
individual’s personal goals. Companies often strive to enhance performance by fostering a
competitive environment among employees. However, while competition can lead to higher
motivation, it can also negatively distort performance (Colquitt et al., 2011; Schein, 2015).
Competition can change a person’s goals from improving the outcome of the work to improving
how their work compares to others. Unsafe control decisions occur when people believe they
will do better if others do worse. Organizational psychology has repeatedly found that promoting
teamwork is essential to producing productive outcomes, but often, the incentives in place do not
reward good team members (Schein, 2015).

Additionally, controllers may not know how to prioritize tasks that are assigned to them. If
instructions from other controllers are sent without clear prioritization, the controller in question
may be unable to distinguish when a high-priority event needs to be responded to before any
other tasks.

Table 3. 16 contains scenario archetypes based on a controller changing goals.
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Table 3. 16 contains scenario archetypes related to a controller’s goals changing.

Class Detailed Causal Archetype

Class <Controller> ignores <Input> because they are focused on

One improving a different metric due to their perception of the
incentive structure.

Class <Controller> relies on <Input> to make a decision, but the

Two <Input> is insufficient to prompt them to switch to a

different goal when necessary.

Class <Controller> issues a <SCA>, but the <Controlee>to which
Three they issue it has a different goal for system performance
due to previous controls, and they ignore or misinterpret the

<SCA>.
Class <Controlee>responds to events labeled as high priority by
Four <Controller> every day that turn out to be insignificant

tasks. In that case, an actual high-priority alert will not
seem unusual nor stick out to <Controlee> as requiring
immediate attention.

Control decisions are not only impacted by a controller's internal decision-making process.
Input from the environment or other controllers will impact how the controller in question
behaves.

Environmental Factors

One of the most significant factors that influences the decision-making of controllers is the
availability of adequate resources (Rasmussen et al., 1990). When humans do not believe they
have adequate resources to successfully meet set goals, their engagement and performance with
the system are diminished (Demerouti et al., 2001; Luczak et al., 2012). Furthermore, insufficient
resources limit the degrees of freedom a controller has when making a decision (Rasmussen,
1990).

Resources and environment can range from the physical environment and financial support to
staffing experience, training, and retention. Insufficient staffing, for example, stretches the ability
of every controller to complete all necessary tasks adequately. Even if a major decrease in
workforce seems to perform adequately initially, fatigue from burnout after extended periods of
high workloads is a major contributor to decreased performance (Demerouti et al., 2001).

Unsafe actions are often the result of demand-resource mismatches (Rasmussen, 1986).
Demand-resource mismatches are situations that require more resources than are available.
Demand-resource mismatches often occur because the resources needed in unusual situations
may rise significantly above those needed in normal operations. The rise in necessary resources
may continue to escalate as off-nominal situations increase the required speed and cognitive
effort of necessary decisions. If the resources are not available as the demand increases, the
situation can continue to deteriorate until an accident occurs (D. D. Woods, 2000).
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Demand-resource mismatches often occur when automated systems experience unplanned or
unsafe behavior and the humans monitoring the system cannot diagnose and solve the problem
correctly. In these cases, humans are tasked with intervening to correct a system when it is
operating well outside of normal parameters. Workload burdens can increase significantly during
such events, and penalties for mistakes will be more severe than typical (D. Woods, 1995).

In systems with a chronic demand-resource mismatch, individuals working in the system
have only enough time to stay on top of the most basic routine tasks. Humans working in
demand-resource mismatched systems rarely have time to improve workflows even if
improvements could lighten their workload. Therefore, there is no time to make processes more
efficient. Furthermore, employees often have less time with and attention from supervisors who
have a greater ability to change workflows (Tucker & Edmondson, 2003).

Another effect of a demand-resource mismatch is the system slipping into an unsafe state
over time. For example, under-resourced systems can slip into unsafe states if tasks such as
maintenance, updates, and evaluation are delayed or canceled. Deferred maintenance can be
particularly hazardous because, in the event of unusual events, fewer resources are available to
manage the extra workload. Therefore, even small events escalate quickly into major losses.

Scenario archetypes based on environmental factors are shown in Table 3. 17

Table 3. 17 contains scenario archetypes related to environmental factors.

Class Detailed Causal Archetype

Class <Controller> received instructions from <Superior

One Controller> to execute <UCA>. <Controller> may have
received negative feedback from previous instances of
questioning directives from <Superior Controller>.

<Controller> received instructions from <Superior
Controller>to execute <UCA>. <Superior Controller> may
not have sent a <UCA> request before. Therefore,
<Controller> did not question the instructions. <Controller>
may have access to <Input>, but did not believe that it
would change their decision.

Class <Controller> believed that the resources necessary for
Two <UCA> were already in place. However, they were
unaware that the resources were insufficient.

Class The <SCA> may have gone to many different types of
Three organizations. One <Controlee> may have had a different
context or level of resources that made the SCA not safe in
their particular context.

Class <Controlee> receives <SCA>, but <Controlee> does not
Four have the resources to manage the additional workload.
Therefore, <Controlee> must choose between executing the
SCA and executing their other tasks. <Controller> may not
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have control over the resources of the <Controlee> or may
not have believed that the control would require additional
resources.

Conflicting or Insufficient feedback

While humans do not experience data corruption in the same way that a computer system
does, information can still be distorted and altered as it is transmitted between individuals and
organizations.

The information needed to make a control decision may be in conflict. It is much more
challenging for people to maintain a clear understanding of the system's state when their sources
of information provide conflicting information. High-level controllers must ensure that there are
straightforward ways for others in the system to verify information (N. Leveson, 2011).

Humans struggle to direct their attention when different sources of information conflict
(Carroll & Sanchez, 2021). If the wrong data is selected, humans will not update their mental
model correctly, even if the data needed to correctly modify their mental model exists (D. D.
Woods, 2000). Humans also struggle to redirect their focus and attention as the world changes
(D. D. Woods, 2000). If humans are used to getting information from specific sources, they may
not look for data in other places.

Additionally, system controllers may not update their mental model correctly, even when the
feedback is accurate, because they cannot redirect their attention from irrelevant information to
the relevant scenario. Humans often continue to follow their initial plan even when conflicting
information arises (De Keyser & Woods, 1990). Conflicting information must be extremely
salient to be noticed in such cases. Humans who are unable to redirect their attention
appropriately risk becoming fixated on one hypothesis and ignoring or not seeking out other
possibilities.

Furthermore, providing feedback is often not the main goal of humans within a system. For
example, doctors may consider writing reports of near misses or technology errors as less
important than responding to patient questions or reviewing labs. This lack of prioritization is
compounded if reporting is difficult or time-intensive to complete. Moreover, providing adequate
feedback may lead to punishment. A doctor who reports a technology issue and receives
retraining or reprimands for “user error” will be less likely to submit similar comments in the
future.

Another feedback design consideration is how decision support tools are designed. Humans
are generally able to both identify linear trends using raw data and use those trends to adequately
predict future system states. However, humans are not good at predicting future system states
that are changing non-linearly (Sterman, 1989; Wickens et al., 2013). Decision-making guidance
may need to be supplied to help humans identify non-linear trends. If a trend in the system
develops non-linear behavior, the feedback that was provided previously may no longer be
sufficient.

Table 3. 18 contains scenario archetypes based on inadequate feedback
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Table 3. 18 contains scenario archetypes related to inadequate feedback.

Class Detailed Causal Archetype

Class <Controller> does not check the <Input> source regularly
One because it rarely updates with valuable information.

<Controller> does not trust <Input> because it is
inconsistent or has been inaccurate recently.

<Controller> develops a hypothesis of the system state and
does not notice that <Input> is inconsistent with that
hypothesis.

<Input> is technically accurate, but it is displaying
information about a change in the system that is difficult for
humans to interpret without additional details correctly.

Class <Controller> does not receive <Input> because the people
Two who could send the report do not believe that sending the
information is the best use of their time.

<Controller> does not receive <Input> because the people
who could send the report believe they could be disciplined
for submitting a report due to prior experience.

Class <Controller> notices that <Controlee> is engaging in
Three unsafe behavior so sends a <SCA>. However, the
<Controlee> is not looking for outside <Input> and does

not interpret the <SCA>.
Class <Controlee> receives <SCA>, but the <SCA> may include
Four instructions that require the <Controlee> to do something

only in a specific context. The <Controlee>may not have
adequate <Input> to identify that context.

Relationships between controllers

Feedback may also be insufficient if the relationship between controllers degrades. Political,
social, and other categories of interpersonal relationships influence human and organizational
decisions. Individuals will change their choice of control actions maintain a particular
relationship, especially if that relationship influences their work and goals (Lehto et al., 2012).
Organizations may choose to share sensitive information with each other if they receive critical
information in return. For example, airlines share safety insights with each other because if any
airline experiences accidents, sales across all airlines will drop (N. Leveson, 2011). On the other
hand, organizations may stop sharing information if the relationship deteriorates and less value is
obtained through collaboration. Keeping relationships intact can be critical to the function of the
overall system. If such relationships are not considered when making control decisions, critical
system interdependencies may weaken over time.

The relationships between controllers also influence the level of trust among controllers.
Safety-critical industries require higher trust interactions and relationships between hierarchical
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levels (Schein, 2015). Safety-critical systems must build and maintain trust, both within
individual organizations and between different organizations. When controllers do not trust other
members of a system, safety is significantly impaired (N. Leveson, 2011). Furthermore, a lack of
trust often leads to reduced communication and assumptions about each other controllers’ goals
and objectives. For example, suppose employees believe they will be punished for deviating
from the standard operating procedures. In such an environment, the employees will not discuss
or reveal workarounds to management even when the workarounds are necessary for achieving
other management-set metrics (e.g., output per day or turnaround time). Without awareness of
how work is actually conducted, management will be unable to identify when the system
migrates to an unsafe state.

Table 3. 19 contains archetypes for scenarios involving relationships between controllers.

Table 3. 19 contains scenario archetypes related to relationships between controllers.

Class Detailed Causal Archetype

Class <Controller> does not trust that the <Input> they are

One receiving is accurate because they believe the source of the
<Input> is withholding or editing the data.

Class “Because the <Controlees> supervised by <Controller> do

Two not trust <Controller>, they do not share complete

information that <Controller> needs to make decisions.

<Controller> no longer receives <Input> from <Peer
Controller> because the peer relationship has degraded or a
voluntary information sharing agreement has lapsed.

<Controller> no longer receives <Input> from <Peer
Controller> because they have stopped sharing information
with that <Peer Controller> or have otherwise damaged the
relationship between the two organizations or individuals.

<Controller> is unaware of the actual processes used to
complete a task. The <UCA> may have been safe in the
context of the process the <Controller> has documented;
however, workarounds changed the context, making the
<UCA> unsafe. Workarounds may not be communicated to
higher-level controllers.

Class The <SCA> is safe, but the <Controlee> does not trust it,
Three given the history of previous control actions.

Class The <SCA> may be technically safe, but the <Controlee>
Four believes that following through with it would weaken a
critical relationship.

3.5 Conclusion
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To conclude, the techniques in this chapter enable a more thorough analysis of sociotechnical
systems using STPA. Particular focus is given to the identification of detailed scenarios in
sociotechnical systems. Detailed low-level scenario archetypes for each of the four classes of
scenarios are provided for each component of a control loop.

Overall, this chapter provides forty-six class one, thirty-three class two, seventeen class three,
and seventeen class four scenario archetypes.

In the next chapter, the process of identifying scenarios provided in this chapter will be
applied to a real system as a case study.
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Chapter 4: Application to the US Laboratory
Data Safety Management System for Over-
the-Counter Diagnostic Tests.

To demonstrate how the process for scenario identification, as shown in the previous chapter,
can be applied to complex socio-technical systems, this chapter reviews a case study of an STPA
on a sociotechnical healthcare system. Specifically, the following chapter highlights results from
an STPA analysis of the Over the Counter (OTC) diagnostic test safety management system in
the United States.

Studies have been conducted on individual components within the OTC diagnostic test
system, but few analyses have been performed on the system as a whole. The use of OTC tests
has increased significantly since the COVID-19 pandemic. An STPA analysis can identify
hazards in the current system design and can help model and understand how the increased use
of OTC tests is impacting the broader healthcare system.

The OTC diagnostic test system in the US is an ideal candidate for a sociotechnical STPA.
The OTC system is highly sociotechnical; the tests themselves are highly technical products, but
the social system of regulators, manufacturers, and users is equally important to consider when
identifying systemic hazards. While studies have been done on how consumers use OTC tests
(O’Laughlin et al., 2022; Todsen et al., 2023), fewer studies have been conducted on the impact
of decisions made at the organizational level. An STPA focused on hazards in the sociotechnical
safety management structure of the system will identify opportunities for system-wide
improvements.

The work presented in this chapter is an extension of an STPA done on the OTC system in
2024 (N. Leveson et al., 2023). This chapter will compare the scenarios generated from this
process with the initial list of scenarios to demonstrate the ability of the process to enable the
identification of previously unidentified scenarios. Because this thesis is primarily concerned
with the process of scenario generation, the losses and hazards, control structure, and UCAs are
adopted from the original project.

4.1 System Overview

OTC tests are clinical diagnostic laboratory tests that have been adopted for use by patients at
home. OTC tests are either self-administered by the patient or administered by a non-
professional caregiver (CMS, 2022). Currently, few OTC tests are approved by the Federal Food
and Drug Administration. However, the necessity of at-home tests for COVID-19 during the
COVID-19 pandemic has brought more pressure to approve other health tests (Jean et al., 2021).
Other common OTC tests include pregnancy tests and blood glucose monitors. Concerns with
increasing the availability of OTC tests include patients’ ability to successfully use OTC tests
and a lack of test result data for public health monitoring of communicable diseases (McPhillips,
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2022). This sizeable sociotechnical system includes federal regulators, public health agencies,
test manufacturers, and health information technology in addition to millions of patients.

The OTC diagnostic test system in the United States has numerous technical components,
including the OTC devices themselves, electronic health records, and public health databases.
However, these technical elements are embedded within a broader social system that
encompasses doctors, hospital administrators, regulators, laboratory technicians, and others.
While significant analysis has been done on the technology itself (Center for Devices and
Radiological Health, 2021; Lindner et al., 2021; Todsen et al., 2023; World Health Organization,
2015), there has been insufficient analysis of how the complex social safety management system
controlling the technical elements impacts safety.

The goal of this STPA analysis is to identify current gaps in the current safety management
system for OTC diagnostic tests and to anticipate potential future gaps that may emerge as OTC
tests become more prevalent. Additionally, the analysis would identify recommendations to
improve the system's safety. The work shown in this chapter is a continuation of a larger project,
which evaluated the Safety Management system of OTC tests and Point of Care tests (N.
Leveson et al., 2024). This thesis expands the results of the initial STPA study using the process
provided in Chapter 3.

4.2 STPA Analysis
4.2.1 Losses and Hazards

Like most complex systems, the OTC diagnostic test system has a plethora of stakeholders,
each with distinct needs, goals, and desires. The selection of losses is critical because STPA is a
top-down analysis. The final results will only capture data relevant to those needs if the correct
losses and hazards are identified. The priorities of the stakeholders in this analysis were patient
safety and overall trust in the healthcare system. Therefore, the following losses were considered:

L1: Loss of life or injury to patients

L2: Loss of reputation or trust in the laboratory-data HIT system
With the losses defined, hazards were identified.

HI: Patients receive less than the acceptable standard of care (L-1)

H2: Laboratory ecosystem stakeholders, including patients (public), lose trust in the
laboratory data being collected, shared, analyzed, and reported (L-2)

Developing the language for the losses and hazards required significant effort and
refinement. The stakeholders for this project included regulators, clinicians, patients, and many
others. The fields represented by the stakeholders and the analysts often used the same words,
but with different implications. For example, doctors may use the term "complexity" to refer to
biological systems that are not designed or engineered, whereas engineers use the term to
describe any system that is intellectually unmanageable.
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Initially, H-1 was phrased as “patients receive insufficient care.” However, physicians and
other stakeholders noted that "insufficient care" could be interpreted too widely. For example,
physicians pointed out the distinction between a patient who dies or is injured from a condition
for which there is no known treatment and a patient who dies or is injured from receiving care
that was not aligned with current medical guidance. Changing the phrasing from "insufficient
care" to "less than the acceptable standard of care" helped communicate to those in the medical
community that the object of the study was not to blame physicians for the limitations of human
mortality, but instead to focus on why patients may not receive the current medical standard of
care. An article by Perry et al. discusses some of the other language difficulties between systems
analysts and healthcare professionals (2021).

4.2.2 Control Structure

For the analysis in this chapter, the control structure in Figure 4. 1 is used. This is an
abstracted control structure from the one in the original study. In this model, the controlled
process is the databases that store test result information. If this data is collected, it is stored
either in a public health database or in an application created by the test manufacturer. Except for
the data layer, every controller is an individual human or a collection of humans.
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Figure 4. 1 depicts the control structure of the OTC diagnostic testing system in the United States. This figure is adapted
from (Leveson et al., 2024).
This is an abstracted model of the system. Every organization could be further broken down
into departments, and there are dozens of other groups that interact with the components
depicted. However, maintaining this level of abstraction enables the analyst to understand the
most critical control loops within the system's control hierarchy. A more detailed control
structure of the system can be found in Appendix A.

The federal government comprises the three main branches: Executive, Judicial, and
Legislative. It provides the legal framework and funding that allows regulatory authorities to
create and enforce safety regulations and, therefore, has some of the most influential controls in
the system.

The Food and Drug Administration (FDA) regulates medical devices, including OTC tests.
Before the OTC test manufacturers can market their tests to customers, they must obtain
approval from the FDA. The FDA also has the authority to conduct audits of manufacturers and
impose corrective actions on companies that produce unsafe devices.

The Centers for Disease Control and Prevention (CDC) is the regulatory agency responsible
for public health in the United States. It collects data on communicable disease outbreaks and
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publishes guidance to protect Americans against disease. The CDC sets the data standards for
any clinical test results that it requests. While certain test results taken in a traditional clinical lab
must be reported to the CDC, there are no such requirements for OTC test results.

Both the FDA and the CDC are within the federal Health and Human Services department.
Regarding OTC testing, they are the two agencies with the strongest controls, directly overseeing
certification and future system evolution.

OTC Test Manufacturers develop, manufacture, and sell OTC tests. They have the most
control over the functionality and performance of OTC test technology, as their resource
allocations and design decisions directly impact the safety of these devices. The manufacturers
also determine whether to create a companion application that patients can use to record their test
results and report them to public health agencies, such as the CDC.

Test Vendors are the entities responsible for selling tests or providing them to users. These
might include pharmacies, online stores, local government agencies, and others. The vendors
select which tests to sell and have influence over what information the patient sees when making
a purchase.

Care providers include clinicians, nurses, and anyone who works for a care facility to provide
diagnosis or treatment to a patient. In this system, they may administer treatment based on the
results of an OTC test and offer recommendations for OTC tests.

Patients have control over how and when they use OTC tests, as well as whether to share the
test results with public health agencies or companion applications. Some patients, such as those
with diabetes, may use OTC tests daily, while others may only take one if required, for example,
patients who need to take a COVID-19 test before international travel.

4.2.3 Unsafe Control Actions

Each controller’s control actions are listed in Table 4. 1 below. The controls not included in
the original analysis are marked with an asterisk.
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Table 4. 1 contains the controls available to each controller in the OTC diagnostic testing system

Controller Control Actions

Federal Provide regulatory authority*

Government: Provide funding*

FDA Create regulations to authorize tests™*
Approve OTC tests
Issue corrective action to an OTC manufacturer
Audit EHR developers for conformity to
regulations*

CDC: Set standards for reporting OTC data
Publish public health guidance
Identify and monitor outbreaks*

OTC Manufacturer | Release OTC device and instructions
Provide data collection mechanism
Select data standards to implement

Test Vendor Sell or provide test to patient

Sell medication

Care Provider:

Provide treatment to patient

Prescribe/ recommend OTC test to patient

Patient:

Acquire OTC test

Follow OTC pre-test instructions or test
procedures

Interpret test results

Upload test results or personal information to
database

Seek Medical treatment
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With the available control actions identified, UCAs are identified. This chapter will analyze
the UCAs for the in the control loop between the FDA and the OTC test manufacturer, as shown
in Figure 4. 2.

FDA

C1: Design regulations Performance reports
C2: Authorize OTC tests Hazard analyses
C3: Provide corrective actions Design documents
C4: Audit EHR developers Accident reports

OTC Test

Manufacturer

Figure 4. 2 depicts the control loop between the FDA and an OTC test manufacturer.

The four control actions that will be analyzed in this chapter are:
C1: Create regulations to authorize tests

C2: Approve OTC tests

C3: Issue corrective action to an OTC manufacturer

C4: Audit EHR developers for conformity to regulations

The UCAs for these four control actions are shown in Table 4. 2. UCAs that were not
included in the original analysis are marked with an asterisk. Appendix B contains the UCAs for
the other controllers in the system.
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Table 4. 2 contains the UCAs identified for the FDA in the OTC clinical diagnostic system in the United States.

Control Action Not providing causes hazard | Providing causes hazard Too early, too late, out of Stopped too soon,
order applied too long
Create UCA 1.1: The FDA does not | UCA 1.4: The FDA creates | UCA 1.9: The FDA removes | N/A
regulations to update regulations to regulations that are regulations when they are
authorize tests authorize tests when OTC insufficient to manage safety | still necessary to control
technology is updated such | effectively. * safety. *
(hat existing [egulations a1¢ | (jCA 1.5: The FDA creates | UCA 1.10: The FDA
no fonget suthicient. regulations that conflict with | provides changes to
UCA 1.2: The FDA does not | the regulations of a different | regulatory authorities too
create regulations to agency. * frequently to understand the
authorize tgsts thgt require UCA 1.6: The FDA creates | impact of regulations on
the collection of information . safety. *
. regulations that cannot be
needed to monitor OTC test %
met by any OTC test.
safety *
UCA 1.3: The FDA does not | o> 1.7: The FDA creates
. regulations that require more
create regulations that .
. work to administer than the
enforce the collection of . %
) : resources available.
information needed by other
federal agencies (CDC). * UCA 1.8: The FDA creates
regulations that motivate
regulated parties to behave
unsafely*
Approve OTC UCA 2.1: FDA does not UCA 2.3: The FDA UCA 2.6: FDA approves an | N/A
Tests approve an OTC test when approves a test that does not | OTC device too late to get

that test would enable better
patient care decisions.

UCA 2.2: The FDA
authorizes a test too late to

conform to regulated
standards*

UCA 2.4: The FDA
approves a test that users are
unable to use safely*

critical data during a health
emergency
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Control Action Not providing causes hazard | Providing causes hazard Too early, too late, out of Stopped too soon,
order applied too long
control the spread of an UCA 2.5: FDA approves an
emergent disease OTC test that does not
facilitate data reporting by
test users when that data is
needed to inform public
health decisions or test
decisions.
Issue corrective | UCA 3.1: FDA does not UCA 3.2: FDA issues a UCA 3.4: FDA issues a UCA 3.5: The
action to an OTC | issue corrective action to an | corrective action to an OTC | corrective action to an OTC | FDA applies a
manufacturer OTC manufacturer manufacturer whose device | manufacturer too late corrective action
following a series of is performing according to following a series of to an OTC
inappropriate results from an | regulations such that inappropriate results from an | manufacturer for
OTC device. patients lose access to a OTC device. too long
critical test. following the
UCA 3.3: The FDA provides resolution of a
corrective actions that are problem \.Nlth an
insufficient to control the OTC device.
identified problems. *
Audit to OTC UCA 4.1: The FDA does not | UCA 4.1: The FDA audits a N/A
manufacturers audit a company with company in a way that is

manufacturing processes
that do not meet FDA
regulations. *

insufficient to identify
processes that do not meet
regulations. *
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4.2.4 Scenarios

For the scenarios, each UCA is evaluated using the process outlined in Chapter 3 to
understand why the controller might believe it is reasonable to provide the unsafe control action
in the unsafe context.

To identify the scenarios, each UCA is used to identify the variables in the detailed scenario
archetypes. Then, the complete scenario archetypes are used as prompts to investigate whether
the system is designed in a way that the scenario is reasonable.

For example, the archetype variables from UCA 3.4 from Table 4. 2: “FDA issues a
corrective action to an OTC manufacturer too late following a series of inappropriate results
from an OTC device” are shown in Table 4. 3.

Table 4. 3 defines the variables used in the scenarios for UCA 3.4.

Variable Variable value
The FDA issues a corrective action to an OTC manufacturer too late following a
Full UCA series of inappropriate results from an OTC device
Controller The FDA
Controlee OTC test manufacturer
Superior
Controller Federal Government

UCA, control
only

The FDA does not provide a corrective action in time

SCA, control
only

FDA provides a corrective action in time

Context

Devices provided a series of inappropriate results

In total, one hundred and thirteen detailed scenario archetypes were provided in Chapter 3
and used to create one hundred and thirteen prompts for consideration for further analysis. These
prompts were refined with input from subject matter experts (SMEs) and additional research.
The full list of generated scenario prompts is in Appendix C, but thirty-three are shown in Table
4. 4. In column two of Table 4. 4, the scenario archetype is listed. The corresponding scenario
prompt adjusted with the specifics of UCA 3.4 is in column three. The scenario prompts that
were developed into full scenarios are highlighted.
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Table 4. 4 depicts the original scenario archetype provided in chapter 3 and the corresponding scenario prompt that has had the variables replaced with the context of UCA 3.4

Scenario prompt

The FDA issues a corrective action to an OTC manufacturer too late,

ID Class | Archetype following a series of inappropriate results from an OTC device, because. ..

34.A One | <Controller> has limited familiarity with the system and The FDA has limited familiarity with the system and takes too
takes too long to identify what perceptual cues are useful for | long to identify what perceptual cues are useful for addressing
addressing the current system context. the current system context.

34B | One | <Controller> had an accurate mental model before a system | The FDA had an accurate mental model before a system
change; however, once the system behavior changed, the change; however, once the system behavior changed, the
controller’s mental model did not. Therefore, they controller’s mental model did not. Therefore, they interpreted
interpreted <Input> incorrectly. <Input> incorrectly.

34.C | One | <Controller> was inundated with <Input> and was unable to | The FDA was inundated with <Input> and was unable to
identify what was causing the system to change states. There | identify what was causing the system to change states. There
may have been no direction from the system to guide the may have been no direction from the system to guide the
response or interpretation of the <Input>. response or interpretation of the <Input>.

34D | One | <Controller>did not believe <Input> source because there FDA did not believe the <Input> source because there was
was insufficient corroborating information, and the system insufficient corroborating information, and the system state
state <Input> indicated was rare. <Input> indicated was rare.

34E | One | The <Controller>"s mental model did not update when the The FDA’s mental model did not update when the <Input>
<Input> changed because it conflicted with their initial changed because it conflicted with their initial hypothesis of the
hypothesis of the system state, and the <Input> was not system state, and the <Input> was not salient enough to prompt
salient enough to prompt a change in their hypothesis. a change in their hypothesis.

34F One | The <Controller> lacked sufficient time and mental The FDA lacked sufficient time and mental resources to identify
resources to identify a novel solution to the <Context>. No a novel solution to the <Context>. No previous solution would
previous solution would have been safe in this context. have been safe in this context.

34.G | One | <Controller> was unaware that the <UCA> they chose The FDA was unaware that not providing a corrective action in
would have side effects beyond the desired effect. time they chose would have side effects beyond the desired

effect.

34H | One | Because the <Controller> perceived the risk of error to be Because the FDA perceived the risk of error to be minimal, they

minimal, they were less attentive to feedback such as
<Input>.

were less attentive to feedback such as <Input>.
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Scenario prompt

The FDA issues a corrective action to an OTC manufacturer too late,

ID Class | Archetype following a series of inappropriate results from an OTC device, because. ..

341 One | <Controller> ignores <Input> because they are focused on The FDA ignores <Input> because they are focused on
improving a different metric due to their perception of the improving a different metric due to their perception of the
incentive structure. incentive structure.

34J One | <Controller> received instructions from <Superior The FDA received instructions from the Federal Government to
Controller> to execute <UCA>. <Controller> may have delay the provision of the corrective action. The FDA may have
received negative feedback from previous instances of received negative feedback from previous instances of
questioning directives from <Superior Controller>. questioning directives from the Federal Government

34K | One | <Controller> does not check the <Input> source regularly The FDA does not check the <Input> source regularly because
because it rarely updates with valuable information. it rarely updates with valuable information.

34L | One | <Controller> does not trust that the <Input> they are The FDA does not trust that the <Input> they are receiving is
receiving is accurate because they believe the source of the accurate because they believe the source of the <Input> is
<Input> is withholding or editing the data. withholding or editing the data.

34M | Two | Obtaining an improved <Input> source may have been Obtaining an improved <Input> source may have been difficult
difficult or costly. or costly.

34N | Two | The <Controller> did not have the responsibility to question | The FDA did not have the responsibility to question the
the <Input>; instead, it had the responsibility to make <Input>; instead, it had the responsibility to make control
control decisions based on the <Input>. decisions based on the <Input>.

34.0 | Two | The <Controller> has the responsibility to request updated The FDA has the responsibility to request updated <Input>, but
<Input>, but does not realize that their <Input> is outdated. | does not realize that its <Input> is outdated.

34.P Two | The <Controller>’s mental model is that <Input>is a direct | The FDA’s mental model is that <Input> is a direct indication of
indication of system status; however, the <Input>is a system status; however, the <Input> is a measure of a different
measure of a different construct that may not always align. construct that may not always align.

34.Q | Two | <Controller> believed that the inputs used to monitor the The FDA believed that the inputs used to monitor the system

system state were based on different underlying data
sources. However, there were underlying relationships
between the Inputs such that if one was incorrect, the others
were also incorrect.

state were based on different underlying data sources. However,
there were underlying relationships between the Inputs such
that if one was incorrect, the others were also incorrect.
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Scenario prompt

The FDA issues a corrective action to an OTC manufacturer too late,

ID Class | Archetype following a series of inappropriate results from an OTC device, because. ..

34R | Two | <Controller> received <Input>, but the <Input> could be FDA received <Input>, but the <Input> could be true in
true in multiple system states. Therefore, they needed to multiple system states. Therefore, they needed to conduct tests.
conduct tests. <Controller> believed that <UCA> would be | The FDA believed that not providing a corrective action earlier
safe and give them important information on the state of the | would be safe and give them important information on the state
system. However, given <Context>, the test was unsafe. of the system. However, given <Context>, the delay of the

corrective action was unsafe.

3.4.5 Two | <Input> could not provide <Controller> with information <Input> could not provide the FDA with information about the
about the effects of the available controls. effects of the available controls.

34T | Two | <Controller> relies on <Input>to make a decision, but the The FDA relies on <Input> to make a decision, but the <Input>
<Input> is insufficient to prompt them to switch to a is insufficient to prompt them to switch to a different goal when
different goal when necessary. necessary.

34U | Two | <Controller> does not receive <Input> because the people The FDA does not receive <Input> because the people who
who could send the report do not believe that sending the could send the report do not believe that sending the
information is the best use of their time. information is the best use of their time.

34V | Two | <Controller> does not receive <Input> because the people The FDA does not receive <Input> because the people who
who could send the report believe they could be disciplined | could send the report believe they could be disciplined for
for submitting a report due to prior experience. submitting a report due to prior experience.

34.W | Two | Because the <Controlees> supervised by <Controller> do Because the OTC test manufacturers supervised by the FDA do
not trust <Controller>, they do not share complete not trust the FDA, they do not share complete information that
information that <Controller> needs to make decisions. the FDA needs to make decisions.

34X | Two | <Controller> is unaware of the actual processes used to The FDA is unaware of the actual processes used to complete a
complete a task. The <UCA> may have been safe in the task. The FDA not providing a corrective action may have been
context of the process the <Controller> has documented; safe in the context of the process the FDA has documented;
however, workarounds changed the context, making the however, workarounds changed the context, making the delay
<UCA> unsafe. Workarounds may not be communicated to | of a corrective action unsafe. Workarounds may not be
higher-level controllers. communicated to higher-level controllers.

3.4Y | Three | <Control path> only sends control actions after they are <Control path> only sends control actions after they are verified

verified by another <Controller>who disapproved of the
<SCA>

by another <Controller>, which did not approve of the
corrective action in time
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Scenario prompt

The FDA issues a corrective action to an OTC manufacturer too late,

ID Class | Archetype following a series of inappropriate results from an OTC device, because. ..

34.7Z Three | <Controller> issues a <SCA>, but the <Controlee>to which | The FDA provides a corrective action in time, but the OTC test
they issue it has a different goal for system performance due | manufacturer to which they issue it has a different goal for
to previous controls, and they ignore or misinterpret the system performance due to previous controls, and they ignore
<SCA>. or misinterpret the corrective action.

3.4.AA | Four | <Controlee> interprets the control in a different way than The OTC test manufacturer interprets the control in a different
was intended by the <Controller> due to mismatched mental | way than was intended by the FDA due to mismatched mental
models. models.

3.4.BB | Four | <Controlee> receives <SCA>, but the <SCA> may be OTC test manufacturer receives a corrective action in time, but
generic, and the <Controlee>is unable to translate the the corrective action may be generic, and the OTC test
general advice into their mental model of their system. manufacturer is unable to translate the general advice into their

mental model of their system.

3.4.CC | Four | <Controller> issued <SCA> in a format that did not catch The FDA issued a corrective action in a format that did not
the attention of the <Controlee>. The control might have catch the attention of the OTC test manufacturer. The control
been buried in other less critical information, or in a format | might have been buried in other less critical information, or in a
that <Controlee> believes usually does not contain useful format that the OTC test manufacturer believes usually does not
information. contain useful information.

3.4.DD | Four | <Controller> believes that another task is a higher priority. The FDA believes that another task is a higher priority. The
<Controlee> may not have made the importance of <SCA> | OTC test manufacturer may not have made the importance of
clear enough to redirect the energy and attention of the FDA providing a corrective action clear enough to redirect
<Controller>. the energy and attention of the FDA.

34.EE | Four | <Controlee> received <SCA> but had not or rarely received | The OTC test manufacturer received a corrective action from

this command previously and waited for confirmation to
execute the requested action.

the FDA in time, but had not or rarely received this command
previously, and waited for confirmation to execute the requested
action.
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The scenario prompts from Table 4. 4 were then evaluated to identify whether or not that
scenario is reasonable in the OTC test system. The following five scenarios were identified as
reasonable and expanded into full scenarios. An additional six detailed scenarios are included in

Appendix D.

Table 4. 5 shows a completed scenario for the scenario prompt 3.4.B.

Table 4. 5 contains the completed scenario based on scenario prompt 3.4.B for UCA 3.4.

UCA The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device

Scenario 34.B

1D

Scenario The FDA had an accurate mental model before a system change; however, once the system

Prompt behavior changed, the controller’s mental model did not. Therefore, they interpreted
<Input> incorrectly.

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of

Scenario inappropriate results from an OTC device because the FDA’s mental model of user behavior

with this OTC device is no longer accurate. Due to pressure on users to ensure a certain
result on the test, patients may develop and publicize “hacks” to obtain the desired outcome.
Even if the identified mechanism is something the FDA can fix with a corrective action, the
FDA may not have feedback in place to monitor patient use of OTC devices (Lorch, 2021).

Table 4. 6 shows a completed scenario for the scenario prompt 3.4.1.

Table 4. 6 contains the completed scenario based on scenario prompt 3.4.1 for UCA 3.4.

UCA The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device

Scenario 341

ID

Scenario The FDA ignores <Input> because they are focused on improving a different metric due to

Prompt their perception of the incentive structure.

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of

Scenario inappropriate results from an OTC device because the FDA is focused on approving more

devices. The FDA may receive directions from the federal government to be less punitive to
developers and focus on approving new devices instead of identifying problems with
current tests on the market. These directions may take the form of a change to the regulatory
structure or through direct or indirect social pressure (Foley, 2022).

Table 4. 7 shows a completed scenario for the scenario prompt 3.4.J.

Table 4. 7 contains the completed scenario based on scenario prompt 3.4.J for UCA 3.4.

UCA

The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device
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Scenario
ID

34.J

Scenario The FDA received instructions from the Federal Government to delay the provision of the

Prompt corrective action. The FDA may have received negative feedback from previous instances
of questioning directives from the Federal Government

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of

Scenario inappropriate results from an OTC device because the FDA received instructions from the

federal government not to provide a corrective action. The FDA may have received negative
feedback from previous instances of applying corrective actions to OTC devices and wants
to ensure that they are able to continue its work in other areas. The Federal Government
may not understand the safety risks of underperforming OTC devices and may be
incentivized to advocate on behalf of companies that may feel their business would be
unduly disrupted. The FDA may not have a corrective action that is strong enough to
improve the device’s performance without significant pushback from the affected company.

Table 4. 8 shows a completed scenario for the scenario prompt 3.4.R.

Table 4. 8 contains the completed scenario based on scenario prompt 3.4.R for UCA 3.4.

UCA The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device

Scenario 34R

ID

Scenario FDA received <Input>, but the <Input> could be true in multiple system states. Therefore,

Prompt they needed to conduct tests. The FDA believed that not providing a corrective action
earlier would be safe and give them important information on the state of the system.
However, given <Context>, the delay of the corrective action was unsafe.

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of

Scenario inappropriate results from an OTC device despite receiving reports that the device did not

perform adequately from several users. However, such reports could be true even if the tests
performed as expected. All laboratory tests have an error margin such that some false
positives or false negatives are expected. Therefore, the FDA needs to conduct additional
investigations to identify whether the devices were truly underperforming (Todsen et al.,
2023). The FDA may believe that delaying the corrective action would enable it to conduct
more thorough investigations. However, because the OTC tests are malfunctioning, the
delay allows more unsafe tests to flood the markets, making future corrective actions less
impactful.

Table 4. 9 shows a completed scenario for the scenario prompt 3.4.U.

Table 4. 9 contains the completed scenario based on scenario prompt 3.4.U for UCA 3.4.

UCA

The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device
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Scenario
ID

34U

Scenario The FDA does not receive <Input> because the people who could send the report do not
Prompt believe that sending the information is the best use of their time.

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of
Scenario inappropriate results from an OTC device because the FDA does not receive adequate

feedback. The individuals who have the best understanding of how to report problems with
OTC tests include doctors, laboratory technicians, and other healthcare professionals who
may be familiar with reporting mechanisms for other FDA-approved products. However,
healthcare professionals will rarely interact with a patient’s OTC tests unless the patient
comes in for a confirmation test. A doctor may run a confirmation test on a patient that
shows that the OTC test gave an inaccurate answer. However, the doctor is not required to
submit a report based on the confirmation test. Furthermore, even if the doctor wanted to
submit a report, the doctor may not have enough information about the device the patient
used, and the doctor may not trust that the patient conducted the test adequately.

These eleven detailed scenarios (five above, six in appendix D) are in addition to the six
scenarios identified from the same UCA in the original study, which are presented in Appendix
E. The scenario prompts, generated from a rigorous analysis of a human controller model in a
control loop, increased the thoroughness of the STPA results in a sociotechnical system.
Although the results in this chapter are only shown for a small portion of the system, the process
can be easily applied to any of the other UCAs identified.
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Chapter 5: Conclusions

Over the 20th century, safety standards and hazard analyses that focused on improving
simple systems did improve safety in many industries (N. Leveson, 2011), including healthcare
(Institute of Medicine (US), 2008), manufacturing (Hofmann et al., 2017), and automotive
design (Akamatsu et al., 2013). However, industries still experience major accidents that result in
significant loss of life, monetary losses, and environmental damage (Bates & Singh, 2018;
Gelles, 2020; Leigh, 2011; Witte, 2024). Major accidents today are often a result of interactions
between system components, rather than a failure of an individual component (Carayon, 2006;
Gurses et al., 2012; N. G. Leveson et al., 2012). Often, the interactions that lead to accidents are
between humans and technical system components or in the safety management system (Fossum
et al., 2018; N. Leveson, 2011). Because sociotechnical systems control the safety of every
industry, we need better ways to systemically anticipate design problems stemming from the
unsafe design of sociotechnical systems that manage and operate technical devices.

To identify unsafe interactions before major accidents occur, we need improved methods of
hazard analysis that can manage the complexity of the systems we design today. STPA is a
hazard analysis method that has made significant progress in closing this gap by modeling the
system using control-feedback loops. The resulting causal scenarios enable the system to be re-
designed in a way that mitigates the potential hazards (Baker, 2022; France, 2017; N. G. Leveson
et al., 2012; Thomas, 2023).

However, the process of identifying causal scenarios for human controllers is difficult for
analysts who do not have significant training in human factors (Czaja & Nair, 2012). Many
engineers do not receive human factors training (Dadmohammadi et al., 2017) and may therefore
be unable to complete as thorough an analysis as necessary.

This thesis bridges the gap by providing a clear process to facilitate the identification of
causal scenarios in STPA. By identifying and modeling critical human factors considerations
within a control loop and providing detailed scenario archetypes for each of the four classes of
scenarios, this process enables non-human factors specialists to thoroughly identify detailed
scenarios stemming from the design of the sociotechnical system.

5.1 Contributions

Humans are amazing problem solvers, which is why sociotechnical systems, like healthcare,
rely on their staff to avoid the consequences of unsafe system design (Tucker & Edmondson,
2003). Rarely do humans intentionally choose unsafe actions. When accidents do occur after
what seems like a human error, there is usually a rational explanation for why the unsafe action
seemed reasonable at the time(Carayon, 2006; Gurses et al., 2012; Rasmussen et al., 1990).
While human cognition is complex and not fully understood, it is possible to improve the design
of sociotechnical systems based on well-established human factors principles.

Human factors research has led to improvements in the designs of countless devices and
interfaces (Meister, 2018). However, the research on human decision-making must also be
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applied to humans beyond the system operators (Hofmann et al., 2017). The safety management
system surrounding technical systems makes important decisions about regulations, available
resources, scheduling, system design, and many others. Each of these decisions has a significant
effect on the ultimate safety of the system, but the systems in which these decisions are made are
rarely subject to the same analysis as the technology itself (Carayon, 2006). By focusing on the
way in which higher-level decision-makers interact, this thesis provides a way to improve the
design of sociotechnical systems.

By identifying and modeling critical human factors considerations within a control loop and
providing detailed scenario archetypes for each of the four classes of scenarios, this thesis
presents a process for non-human factors specialists to use in thoroughly identifying and
detailing scenarios stemming from the design of sociotechnical systems that could result in
losses.

5.2 Limitations

The process described in this thesis was tested by comparing the results of an earlier analysis
with those obtained using the new process. Although the new process identified significantly
more scenarios, this comparison was not a rigorous validation method. Validations with more
controls are necessary to fully identify the strengths and weaknesses of the process provided.

Furthermore, the process outlined in this thesis is limited to identifying causal scenarios.
STPA analysts who are not human-factors experts may also struggle to identify UCAs or to
complete other steps of the analysis. More guidance may be needed to improve the results of the
earlier steps in an STPA analysis.

Finally, the scenario prompts occasionally result in repeated content. While the model of the
human controller shown in Chapter 3 is a useful model of human behavior in a system, there is
an overlap across the different cognitive components. For example, information processing is
influenced by the goals the controller has because a controller will direct more attention to
sensory information from areas where they expect the most valuable information to come from.
Therefore, the prompts from these two categories may lead to a duplication of a causal scenario.

5.3 Future Work

The one hundred and thirteen scenario archetypes provided in this thesis provide an excellent
way to ensure thoroughness when analyzing human controllers. However, given the number of
UCAs in a system, the number of scenarios this process provides could easily be overwhelming.
An improved version of this process would enable the analyst to efficiently identify which of the
scenario archetypes are most appropriate for the current UCA. For example, the method of
identifying scenarios provided in this thesis lacks the innate ability to filter for applicability by
context. In a more robust and usable version of this process, the STPA analyst would be able to
enter information from the first three stages of STPA, including controllers, control actions,
losses, hazards, and have a tool to help them identify the most applicable scenario archetypes.
One simple example of such a context filter is the ability to identify when a control action is
shared between controllers and only provide prompts to consider shared control archetypes in
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those cases. Another opportunity to provide more guidance would be the ability to filter for
scenario archetypes that are only relevant to certain categories of UCAs (applies or does not
apply, for example).

Furthermore, the guidance in this thesis primarily refers to scenarios. There may be
opportunities to use the human controller model in Chapter 3 to provide a more rigorous process
for identifying UCAs. One potential piece of such a process would be an improved method for
maintaining coherence as the analysis iteratively goes between scenario and UCA identification.
For example, when identifying scenarios in a class four scenario, one may identify that the
reason the process would not respond to the controller’s safe control action is due to another
controller’s UCA. A more robust model and process would provide a mechanism for tracking
newly generated UCAs and ensuring that they are thoroughly analyzed as well.

Finally, as discussed in the limitations section, the process presented in this thesis requires
further validation. One potential validation method would be to compare the results of two
similar groups conducting an STPA on the same sociotechnical system, with and without the
proposed process. The outputs could then be compared to determine whether the group using the
provided process was able to complete a more thorough analysis.

5.4 Conclusions

Humans make many high-level decisions that have a profound impact on safety. These
decisions are rarely systemically analyzed or subject to safety reviews. This thesis provides a
process to thoroughly consider human factors in the process of STPA of a sociotechnical system.
This process identifies how the design of the system could lead to hazards due to interactions of
humans, both at the operator level and at the managerial level. The process provided in this thesis
enables STPA analysts who may have limited understanding of human factors to improve the
thoroughness of their analysis of sociotechnical systems.
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Appendix A: Detailed Control Structure of OTC diagnostics

[ Congress ]
Funding requests i
Legal requirements o [X,] Approval for regulationsfpolicy CRilonsoniEpizions)
Detorminationof Whne HOUSE Determination of responsibilities Funding allocation
SIS Approval fo reguiations/poiicy| | Foayrnor o) PTOPOSels e Determination of responsibiliies
i Dept. of Health & - — %
i Human Services [ Department of Health & Human Services Administration
] Lqurxa] [xaurx,] lx.1l D - Pl i
" " Test infa
: ONC ] [ Reference Libraries ] Testvoe o
: Interop. Disease/Test
§ NCM Funding| | Updated CMS reports FDA
H Funding || o\ dargs  Update|[NCM feedback | cDC }:’
: ‘ requests | | standards S Test approval  \_
Teun .F.. : . e Y i T  TLLL L L L L L L L LI LTy P T PP PP PP PP o . -
e C:‘-t“g Naming. Coding, and Messaging (NGM) Audits Per;gnnance
Authorization | | &0 Standards Development Crganizations Approvaliclearance || studies
LOINC. SNOMED, HLT, Recallfnjunction/ | | Emror!
[{ s s s ) Seizure/Notice | | complaint
Import alerts | | reporting
:Ev; Complaints RCMEHE O standargs || Perormanse Reporting solution | | Risk
—_— i = zlir.s e
Health IT Certification ) RS “;‘g"mg Rein
Organizations NCM Promotind | jpterop, o requests. VD
NCM | [ ndate interoperabilty | | measure
Ceriification| [compliance standards | | g iests measures & | | raq s Tes“ Manufacturers/
payments Guidance :;;“s Importers Control
[ EHR/Health IT Companies | Layers
Cort.of || oo ¥
EHR Tools| | Purchase orders NCM waiver | | COMPlAnce
Update incentives| | Requirements NEM| | ypdate [ Payor ] PHAs
Release notes| | Data display preferences S2N4a14S | | raquests Voluntary
Build support| | Error reports reporting
NDA| | Lab compendium Guidance (Medwyatch)
Test suite| | Determination of test completion Hub | | Test
designand | | result
[ Care FaCI'Ity ] maintenance | | report
OTC result usage palicy L
Test
Payment | | Claims dosi H“g r::ull
Buia [ Medical Practitioner ] maionancs| | report Reporting || APP
Performance functionality || Performance
Mapping | | data Test || SYmptoms data
Software Personal info
Updates updates recommendation | | cinical history
Device
Coding Treatment || 1ot resuit design
updates - L.
Upcate | | Decision
Roll back o P support -
update patieriintc Patlent
‘ Troatmant || R
Mapping request || To1oe
i g:::m Up\qad test Upload test result through
Maintenance Emor || Test result makemytestcount.org
Update Acquire test report | | info (AIMS hub)
paiert Store devios || Test results
Test
Testing R e Test Vendor ]
Interpret result (e.g. pharmacy) l
N m 1 [ )1
:[ Care Facility EHR / Health IT System | l QTC Test Result Hubs J .
Data quewH Data Stock fest TTast results Data
¥
— - Layer
[ Care Facility Database ] [ IVD Device ] [ IVD Companion App ]

Figure Appendix-1. .Detailed control structure for OTC testing safety management system
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Appendix B: UCAs for all controllers in control structure

Control Not providing causes Providing causes hazard Too early, too late, Stopped too soon,
Action hazard out of order applied too long
Prescribe/ | UCA: Medical practitioner | UCA: Medical UCA: Medical practitioner | UCA: Medical practitioner
recommen | does not prescribe/ Practitioner prescribes/recommends stops prescribing/
d OTC test | recommend an OTC test prescribes/recommends test too late to impact care | recommending or
to patient when the test is available traditional clinical decisions monitoring tests too soon
and continuous monitoring | laboratory test that is to observe trend in patient
improves patient care inaccessible to patient condition
decisions, and patient (costs, location) when
cannot access traditional OTC tests are available
clinical laboratory testing | and accessible to patient
UCA: Medical
practitioners
prescribes/recommends
test that is inappropriate to
monitor patient’s
condition
Provide UCA: Medical practitioner | UCA: Medical practitioner | UCA: Medical practitioner | UCA: Medical practitioner
treatment | does not provide treatment | provides treatment when provides treatment too late | stops providing treatment
to patient when patient needs patient does not need any to avoid patient harm too early, before patient

treatment to avoid harm

treatment

UCA: Medical practitioner
provides treatment that

UCA: Medical practitioner
provides treatment before
the patient's condition has
been identified

condition has been
resolved

UCA: Medical practitioner
provides treatment for too
long after patient
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does not match the
patient’s condition

condition has been
resolved

Control Not providing causes Providing causes hazard | Too early, too late, out of Stopped too soon,
Action hazard order applied too long
Create The FDA does not update | The FDA creates The FDA removes N/A
regulations | regulations to authorize regulations that are regulations when they are
to tests when OTC insufficient to manage still necessary to control
authorize technology is updated safety effectively. * safety. *
tests such that existing

regulations are no longer
sufficient. *

The FDA does not create
regulations to authorize
tests that require the
collection of information
needed to monitor OTC
test safety *

The FDA does not create
regulations that enforce
the collection of
information needed by
other federal agencies
(CDC). *

The FDA creates
regulations that conflict
with the regulations of a
different agency. *

The FDA creates
regulations that cannot be
met by any OTC test. *

The FDA creates
regulations that require
more work to administer
than the resources
available. *

The FDA creates
regulations that motivate
regulated parties to behave
unsafely*

The FDA provides
changes to regulatory
authorities too frequently
to understand the impact
of regulations on safety. *
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Approve FDA does not approve an | The FDA approves a test FDA approves an OTC N/A

OTC Tests | OTC test when that test that does not conform to device too late to get
would enable better regulated standards* critical data during a
patient care decisions. The FDA approves a test health emergency
The FDA authorizes a test | that users are unable to
too late to control the use safely*
spread of an emergent FDA approves an OTC
disease test that does not facilitate

data reporting by test users
when that data is needed
to inform public health
decisions or test decisions.

Issue FDA does not issue FDA issues a corrective FDA issues a corrective The FDA applies a
corrective | corrective action to an action to an OTC action to an OTC corrective action to an
action to OTC manufacturer manufacturer whose manufacturer too late OTC manufacturer for too
an OTC following a series of device is performing following a series of long following the
manufactu | inappropriate results from | according to regulations inappropriate results from | resolution of a problem
rer an OTC device. such that patients lose an OTC device. with an OTC device.

access to a critical test.
The FDA provides
corrective actions that are
insufficient to control the
identified problems. *

Audit to The FDA does not audita | The FDA audits a N/A
oTC company with company in a way that is
manufactu | manufacturing processes insufficient to identify
rers that do not meet FDA processes that do not meet

regulations. *

regulations. *
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Control

Not providing causes

Providing causes hazard

Too early, too late,

Stopped too soon, applied

Action hazard out of order too long
Release UCA: OTC manufacturer UCA: OTC manufacturer UCA: OTC manufacturer N/A
OTC device | does not release OTC test for | releases OTC device that has | releases OTC device too
and which there is no adequate been insufficiently tested on | soon before sufficient testing
instructions | replacement in the market particular demographics has been performed on
(e.g., children) particular demographics
(e.g., children)
UCA: OTC manufacturer
releases OTC device that
was approved with
inadequate validation data
UCA: OTC manufacturer
releases OTC device without
accessible device usage
instructions
Provide UCA: OTC manufacturer UCA: OTC manufacturer N/A N/A
data does not provide data provides data collection
collection collection mechanism when mechanism that does not
mechanism | data is needed to inform collect sufficient data to be
regulatory or public health used by PHASs or regulatory
guidance agencies
UCA: OTC manufacturer
provides data collection
mechanism that patients are
not willing to use
Select data | UCA: OTC manufacturer UCA: OTC manufacturer N/A N/A
standards does not select data selects a data standard that is
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to standards to implement in not compatible with data
implement | HIT system when data needs | standards used in HIT
in HIT to be shared with external systems from competitors or
system groups other stakeholders
Control Not providing causes Providing causes hazard Too early, too late, Stopped too soon, applied
Action hazard out of order too long
Sell or UCA: Test vendor does not UCA: Test vendor stocks UCA: Test vendor stocks UCA: Test vendor keeps
provide test | stock particular OTC tests OTC test that does not OTC test too late after its stocking OTC test for too
to patient when patients served by the perform to expected results become valuable to long after it is known that
vendor have no adequate performance levels inform patient care test does not perform to
replacement for it expected performance levels
UCA: Test vendor stocks
OTC test without accessible
instructions for when to
purchase OTC test
Sell UCA: Vendor does not sell UCA: Vendor sells treatment
Medication | treatment to patient based off | to patient based off of OTC
of OTC results that do not results that do not reflect the
reflect the patient’s patient’s condition
condition
Control Not providing causes Providing causes hazard Too early, too late, Stopped too soon, applied
Action hazard out of order too long
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Acquire UCA: Patient does not UCA: Patient acquires OTC | UCA: Patient acquires OTC | N/A
OTC test acquire OTC test when test test that is not the best/most test too soon before learning
would be helpful to inform appropriate test to diagnose a | what test can help inform
patient decision-making disorder/disease their decision-making
UCA: Patient acquires OTC | UCA: Patient acquires OTC
test that does not perform to | test too late after test would
expected performance levels | be needed to inform patient
decision-making
Follow UCA: Patient does not UCA: Patient follows OTC UCA: Patient follows OTC UCA: Patient stops
OTC pre- follow OTC pre-test pre-test instructions or test pre-test instructions or test following OTC pre-test
test instructions or test procedures incorrectly when | procedures too soon before instructions or test
instructions | procedures when procedures | procedures are necessary for | test is to be conducted, when | procedures too soon before
or test are necessary for validity of | validity of test results timing of procedures is test is to be conducted, when
procedures | test results crucial for validity of test timing of procedures is
UCA: Patient follows OTC results crucial for validity of test
pre-test instructions or test results
procedures when those UCA: Patient follows OTC
procedures can harm their pre-test instructions or test
health procedures too late before
test is to be conducted, when
timing of procedures is
crucial for validity of test
results
Interpret UCA: Patient does not UCA: Patient interprets UCA: Patient interprets

test results

interpret OTC test results
when interpretation of results
is necessary to inform
patient’s decision-making

OTC test result as invalid
when test result was valid
UCA: Patient interprets
OTC test result as valid
when test result was invalid

UCA: Patient misinterprets
OTC test result (units,

OTC test result before the
test result is available/ready

UCA: Patient interprets
OTC test result too late after
test accuracy window has
ended
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measured quantity, etc.)
when correct interpretation
of results is necessary to
inform patient’s decision-
making

Upload test | UCA: Patient does not enter | UCA: Patient enters UCA: Patient enters data too | N/A
results or data into database when data | incorrect data into OTC late after data is needed to
personal is necessary to inform patient | companion app when datais | inform patient care
information | care necessary to inform patient
to database care
UCA: Patient does not enter
new personal data into OTC UCA: Patient enters
companion app when patient | incomplete data into OTC
condition has changed companion app when data is
necessary to inform patient
care
UCA: Patient enters other
patient’s personal data into
database
Seek UCA: Patient does not seek Patient seeks medical N/A N/A
Medical medical treatment when treatment when treatment
treatment treatment is needed to avoid | will cause harm
harm
Control Not providing causes Providing causes hazard Too early, too late, Stopped too soon, applied
Action hazard out of order too long
Set UCA: The CDC does not set | UCA: The CDC sets UCA: The CDC sets N/A
standards standards for reporting OTC standards for reporting OTC standards for reporting

112




for data when data needs to be data that patients or diagnostic data too late after
reporting aggregated for use by the providers are unable to providers or device
OTC data agency comply with manufacturers have already
implemented other
UCA: CDC sets conflicting standards
standards from other public
health agencies for reporting
OTC data
Provide UCA: The CDC does not UCA: The CDC provides UCA: The CDC does not UCA: The CDC removes
healthcare | provide healthcare guidance healthcare guidance that provide guidance in time to healthcare guidance when
guidance that may provide value to conflicts with limit disease outbreak the guidance is still relevant
patients’ cases current/previous guidance for patient safety outcomes
UCA: The CDC does
UCA: The CDC provides provide healthcare guidance UCA: The CDC maintains
health guidance that is too too early before sufficient healthcare guidance when it
stringent for institutions or data is received is no longer relevant for
individuals to follow patient safety outcomes
Identify UCA: The CDC does not UCA: The CDC identifiesa | UCA: The CDC identifies an | UCA: The CDC stops
and identify a disease outbreak non-existent outbreak outbreak too late to apply monitoring an outbreak
monitor corrective measures before it is over
outbreaks
Control Not providing causes Providing causes hazard Too early, too late, Stopped too soon, applied
Action hazard out of order too long
Provide UCA: The Federal UCA: The Federal UCA: The Federal N/A
regulatory | Government does not give Government assigns Government removes a
authority any agency responsibility overlapping regulatory safety-critical responsibility
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over safety-critical
component of OTC testing

UCA: The Federal
Government does not update
a regulatory authority’s
statutory boundary when it is
insufficient to enforce safety

UCA: The Federal
Government does not assign
responsibility to a new
agency when regulatory need
is outside the scope of an
existing agency

UCA: The Federal
Government does not expand
a regulatory agency’s
statutory boundary to cover
technologies that have
emerged or undergone
significant changes since
previous statutory
boundaries were enacted.

responsibilities to different
agencies

UCA: The Federal
Government assigns a
responsibility to a new
agency when that
responsibility is within the
scope of an existing agency

UCA: The Federal
Government updates a
regulatory authority’s
statutory boundary in a way
that removes critical parts of
a safe control loop design

UCA: The Federal
Government updates a
regulatory authority’s
statutory boundary too
frequently, causing
confusion regarding
regulatory scope

UCA: The Federal
Government expands the
statutory boundary of
multiple regulatory agencies
to cover the same regulatory
gap in a way that is not
meaningfully different

UCA: The Federal
Government expands a

from an agency without
reassigning it

UCA: The Federal
Government assigns a
responsibility for longer than
is relevant and helpful
(resource waste)

UCA: The Federal
Government updates a
regulatory authority’s
statutory boundary too soon
after another regulatory
boundary change

UCA: The Federal
Government updates a
regulatory authority’s
statutory boundary too late
after it is deemed insufficient
to enforce safety

UCA: The Federal
Government expands a
federal regulatory agency’s
statutory boundary too late
after technologies have
emerged or undergone
significant changes since
previous statutory
boundaries were enacted
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regulatory authority’s
statutory boundaries in a
way that diminishes the

safety of the regulated

industry
Provide UCA: The Federal N/A UCA: The Federal
funding Government does not Government stops issuing

allocate sufficient funding to
agencies whose services
support safety-critical
processes (or their oversight)

UCA: The Federal
Government does not issue
sufficient funding for
agencies to address emergent
safety-critical reports

funding to agencies whose
services support safety-
critical processes (or their
oversight)
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Appendix C: Full list of all scenario prompts

UCA Detailed Scenario Archetype Scenario Prompt for UCA 3.4

Class <Controller> did not have the responsibility to <SCA> given The FDA did not have the responsibility to provide a corrective

One <Context> indicated by <Input> action in time given <Context> indicated by <Input>

Class <Controller> knows <SCA> is needed but believes that <Peer The FDA knows that providing a corrective action in time is

One Controller> is responsible for executing <SCA>. The control needed but believes that <Peer Controller> is responsible for
action may be unsafe if duplicated, so <Controller> does not providing the corrective action in time. The control action may
execute the control. be unsafe if duplicated, so FDA does not execute the control.

Class <Controller> knows that <SCA> is necessary. However, they The FDA knows that providing a corrective action in time is

One believe that it has not already been executed by <Peer necessary. However, they believe that it has not already been
Controller>. <Peer Controller> executed the control action, but executed by <Peer Controller>. <Peer Controller> executed the
there is a time delay on the system impact. <Input> may only control action, but there is a time delay on the system impact.
indicate whether the effect has occurred, rather than whether the | <Input>may only indicate whether the effect has occurred,
control itself has been engaged. rather than whether the control itself has been engaged.

Class <Controller> is unable to identify the correct control action The FDA is unable to identify the correct control action

One associated with <Input>. The <Controller>may not have associated with <Input>. The FDA may not have sufficient
sufficient experience to have a well-developed mental model or | experience to have a well-developed mental model or may be
may be stressed/distracted/fatigued, etc. stressed/distracted/fatigued, etc.

Class <Controller> has limited familiarity with the system and takes The FDA has limited familiarity with the system and takes too

One too long to identify what perceptual cues are useful for long to identify what perceptual cues are useful for addressing
addressing the current system context. the current system context.

Class The <Controller>’s training did not prepare them to identify the | The FDA’s training did not prepare them to identify the safe

One safe control action when <Input> emerged. This context was not | control action when <Input> emerged. This context was not

covered in the training due to the <Context>.

covered in the training due to the <Context>.

116



Class Over time, <Controller>"s mental model shifted to relying on Over time, the FDA’s mental model shifted to relying on <Input>

One <Input> to determine their action selection. <Controller> may to determine its action selection. The FDA may not have
not have experienced a system state where <Input> was experienced a system state where <Input> was accurate, but
accurate, but other forms of feedback were necessary to make a | other forms of feedback were necessary to make a safe decision.
safe decision.

Class The decision was needed quickly, and <Controller>’s mental The decision was needed quickly, and the FDA’s mental model

One model required more cognitive resources than they had required more cognitive resources than they had available at the
available at the moment. moment.

Class The <Controller> had not experienced this <Context> before, The FDA had not experienced this <Context> before, but they

One but they had experienced the same <Input> before. Their mental | had experienced the same <Input> before. Their mental model
model may therefore be unaware that the <Input> could may therefore be unaware that the <Input> could correspond to
correspond to multiple system states. multiple system states.

Class <Controller> had an accurate mental model before a system The FDA had an accurate mental model before a system change;

One change; however, once the system behavior changed, the however, once the system’s behavior changed, the controller’s
controller’s mental model did not. Therefore, they interpreted mental model did not. Therefore, they interpreted <Input>
<Input> incorrectly. incorrectly.

Class <Controller> was inundated with <Input> and was unable to The FDA was inundated with <Input> and was unable to identify

One identify what was causing the system to change states. There what was causing the system to change states. There may have
may have been no direction from the system to guide the been no direction from the system to guide the response or
response or interpretation of the <Input>. interpretation of the <Input>.

Class The <Controller>"s mental model did not update when the The FDA’s mental model did not update when the <Input>

One <Input> changed because they were focused on another source changed because they were focused on another source of
of <Input>. <Input>.

Class The <Controller>"s mental model did not update when the The FDA’s mental model did not update when the <Input>

One <Input> changed because it conflicted with their initial changed because it conflicted with their initial hypothesis of the

hypothesis of the system state, and the <Input> was not salient
enough to prompt a change in their hypothesis.

system state, and the <Input> was not salient enough to prompt a
change in their hypothesis.
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Class The <Controller>"s mental model did not update when the The FDA’s mental model did not update when the <Input>

One <Input> changed because other feedback sources were showing | changed because other feedback sources were showing
conflicting information, and the <Controller> was overwhelmed | conflicting information, and the FDA was overwhelmed and
and could not determine which <Input> was the most relevant. could not determine which <Input> was the most relevant.

Class <Controller> may not have expected to find valuable The FDA may not have expected to find valuable information

One information from <Input>; they may have developed a habit from <Input>; they may have developed a habit over time of
over time of relying solely on other sources of Input. relying solely on other sources of Input.

Class <Controller> receives more <Input> from <Peer Controller> The FDA receives more <Input> from <Peer Controller> than

One than others. They therefore develop a mental model that others. They therefore develop a mental model that <Input>
<Input> represents the state of the system. However, another represents the state of the system. However, another <Peer
<Peer Controller> may experience a different perspective but Controller> may experience a different perspective but not have
not have the time or resources to report. the time or resources to report.

Class <Controller> did not believe <Input> source because there was The FDA did not believe <Input> source because there was

One insufficient corroborating information, and the system state insufficient corroborating information, and the system state
<Input> indicated was rare. <Input> indicated was rare.

Class <Controller> believed that <UCA> would address the The FDA believed that delaying the corrective action would

One <Context> because of training or education. address the <Context> because of training or education.

Class <Controller> believes that <Input> requires <UCA> because The FDA believes that <Input> requires delaying the corrective

One the most recent incidents where <Input> was true, <UCA> was action because the most recent incidents where <Input> was true,
used. a delay was required.

Class The <Controller> had less time than usual to make a decision. The FDA had less time than usual to make a decision. They may

One They may not have been able to consider all factors when not have been able to consider all factors when making the
making the decision. decision.

Class The <Controller>"s mental model did not update when the The FDA’s mental model did not update when the <Input>

One <Input> changed because it conflicted with their initial changed because it conflicted with their initial hypothesis of the

hypothesis of the system state, and the <Input> was not salient
enough to prompt a change in their hypothesis.

system state, and the <Input> was not salient enough to prompt a
change in their hypothesis.
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Class The <Controller>"s mental model did not update when the The FDA’s mental model did not update when the <Input>

One <Input> changed because other feedback sources were showing | changed because other feedback sources were showing
conflicting information, and the <Controller> was overwhelmed | conflicting information, and the FDA was overwhelmed and
and could not determine which <Input> was the most relevant. could not determine which <Input> was the most relevant.

Class <Controller> knew that the system was in a new state due to The FDA knew that the system was in a new state due to

One <Input>. However, they did not know how this new state <Input>. However, they did not know how this new state
affected the impact of their controls. They may try <UCA> to affected the impact of their controls. They may try delaying the
test the system impact, but did not know that the effects of corrective action, but did not know that the effects of the delay
<UCA> would be hazardous given <Context>. would be hazardous given <Context>.

Class <Controller> has developed an incorrect script as a response to The FDA has developed an incorrect script as a response to

One <Input>, either due to negative transfer, system changes, or <Input>, either due to negative transfer, system changes, or
training. training.

Class The <Input> was associated with too many scripts, and the The <Input> was associated with too many scripts, and the FDA

One <Controller> could not determine which one was correct. could not determine which one was correct.

Class Earlier <Input> prompted the <Controller>to invoke a script Earlier <Input> prompted the FDA to invoke a script that did not

One that did not involve checking or attending to <Input>. involve checking or attending to <Input>.

Class The <Controller> lacked sufficient time and mental resources to | The FDA lacked sufficient time and mental resources to identify

One identify a novel solution to the <Context>. No previous solution | a novel solution to the <Context>. No previous solution would
would have been safe in this context. have been safe in this context.

Class The <Controller>"s mental model was not granular enough to The FDA’s mental model was not granular enough to run

One run satisfactory “what if” tests to evaluate control options. satisfactory “what if” tests to evaluate control options.

Class <Controller> was unaware that the <UCA> they chose would The FDA was unaware that delaying the corrective action would

One have side effects beyond the desired effect. have side effects beyond the desired effect.
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Class <Controller> prioritizes the best-case outcome and is unaware The FDA prioritizes the best-case outcome and is unaware of

One of <Context> that would change the effect of <UCA>. The <Context> that would change the effect of delaying the
existing <Input> may be technically correct, but it is insufficient | corrective action. The existing <Input> may be technically
to predict the outcome of <UCA>. correct, but it is insufficient to predict the outcome of delaying a

corrective action.

Class Because the <Controller> perceived the risk of error to be Because the FDA perceived the risk of error to be minimal, they

One minimal, they were less attentive to feedback such as <Input>. were less attentive to feedback such as <Input>.

Class <Controller> did not believe <Input>, because no loss had The FDA did not believe <Input>, because no loss had happened

One happened previously in their experience. <Input> was previously in their experience. <Input> was insufficient to
insufficient to change their mental model of the current change their mental model of the current system’s behavior.
system’s behavior.

Class The <Controller> was experimenting to make a process more The FDA was experimenting to make the process more efficient.

One efficient. The <Controller> further reduced safety margins on The FDA further reduced safety margins on the control action
<Control action> because they had received no negative because they had received no negative feedback the last time
feedback the last time <UCA> was executed. they delayed the corrective action.

Class <Controller> did not believe that <Input> indicated <UCA> FDA did not believe that <Input> indicated that delaying the

One would lead to negative consequences, as previous instances of corrective action in time would lead to negative consequences, as
<UCA> had not resulted in negative consequences. previous instances of delaying a corrective action had not

resulted in negative consequences.

Class <Controller> did not realize that <Control Action> was set to be | FDA did not realize that <Control Action> was set to be strict

One strict enough that any deviation from <Safe Control Action> enough that any deviation from <Safe Control Action> would
would lead to a hazard. lead to a hazard.

Class <Controller>’s goal of <goal> conflicts with the system level The FDA’s goal of <goal> conflicts with the system-level goal of

One goal of <system goal> because <Context>. <system goal> because <Context>

Class <Controller> misinterpreted the command from <Superior The FDA misinterpreted the command from the Federal

One Controller> because they had the wrong goal in mind for system | Government because they had the wrong goal in mind for system

performance.

performance
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Class The <Controller> was incentivized to maximize a different The FDA was incentivized to maximize a different parameter

One parameter than what was best for the system. They may have than what was best for the system. They may have known that
known that the control would lead to an unsafe result, but delaying the corrective action would lead to an unsafe result, but
believed the <UCA> would lead to the best outcome for them. they believed that delaying the corrective action would lead to

the best outcome for them.

Class <Controller> ignores <Input> because they are focused on FDA ignores <Input> because they are focused on improving a

One improving a different metric due to their perception of the different metric due to their perception of the incentive structure.
incentive structure.

Class <Controller> received instructions from <Superior Controller> The FDA received instructions from the Federal Government to

One to execute <UCA>. <Controller> may have received negative delay the corrective action. The FDA may have received negative
feedback from previous instances of questioning directives from | feedback from previous instances of questioning directives from
<Superior Controller>. the Federal Government.

Class <Controller> received instructions from <Superior The FDA received instructions from the Federal Government to

One Controller>to execute <UCA>. <Superior Controller> may not delay the corrective action. The Federal Government may not
have sent a <UCA> request before. Therefore, <Controller> did | have sent an unsafe delay request before. Therefore, the FDA did
not question the instructions. <Controller> may have access to not question the instructions. FDA may have access to <Input>,
<Input>, but did not believe that it would change their decision. | but did not believe that it would change their decision.

Class <Controller> does not check the <Input> source regularly The FDA does not check the <Input> source regularly because it

One because it rarely updates with valuable information. rarely updates with valuable information.

Class <Controller> does not trust <Input> because it is inconsistent or | The FDA does not trust <Input> because it is inconsistent or has

One has been inaccurate recently. been inaccurate recently.

Class <Controller> develops a hypothesis of the system state and does | The FDA develops a hypothesis of the system state and does not

One not notice that <Input> is inconsistent with that hypothesis. notice that <Input> is inconsistent with that hypothesis.

Class <Input> is technically accurate, but it is displaying information <Input> is technically accurate, but it is displaying information

One about a change in the system that is difficult for humans to about a change in the system that is difficult for humans to

interpret without additional details correctly.

interpret without additional details correctly.
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Class <Controller> does not trust that the <Input> they are receiving The FDA does not trust that the <Input> they are receiving is
One is accurate because they believe the source of the <Input> is accurate because they believe the source of the <Input> is
withholding or editing the data. withholding or editing the data.
Class The <Controller> did not have the responsibility to question the | The FDA did not have the responsibility to question the <Input>;
Two <Input>; instead, it had the responsibility to make control instead, it had the responsibility to make control decisions based
decisions based on the <Input>. on the <Input>.
Class Obtaining an improved <Input> source may have been difficult Obtaining an improved <Input> source may have been difficult
Two or costly. or costly.
Class <Controller> knows that <SCA> is necessary. However, they The FDA knows that providing a corrective action in time is
Two believe that no one else has executed the <SCA> yet, but the necessary. However, they believe that no one else has provided a
<Peer Controller> has. The control action may be unsafe if corrective action in time yet, but the <Peer Controller> has. The
duplicated. control action may be unsafe if duplicated.
Class <Controller> has the responsibility to verify <Input> before The FDA has the responsibility to verify <Input> before making
Two making a control decision. However, the <Controller> may a control decision. However, the FDA may rarely encounter
rarely encounter errors, so they may skip the verification step to | errors, so they may skip the verification step to save time.
save time.
Class <Controller> knows that <SCA> is necessary. However, The FDA knows that providing a corrective action in time is
Two because of <Input>, they believe that it has not been executed necessary. However, because of <Input>, they believe that it has
by <Peer Controller>, but <Peer Controller> has already done not been executed by <Peer Controller>, but <Peer Controller>
s0. has already done so.
Class <Controller> knows that <SCA> is necessary. However, they The FDA knows that providing a corrective action in time is
Two believe that it has already been executed by <Peer Controller>, necessary. However, they believe that it has already been
but <Peer Controller> has not. executed by <Peer Controller>, but <Peer Controller> has not.
Class The <Controller> has the responsibility to request updated The FDA has the responsibility to request updated <Input>, but
Two <Input>, but does not realize that their <Input> is outdated. does not realize that its <Input> is outdated.

122




Class <Controller> uses <Input> to determine whether a control has FDA uses <Input> to determine whether a control has been

Two been executed by others in the system. It may be possible for executed by others in the system. It may be possible for another
another <Controller> to execute the control action without FDA to execute the control action without changing <Input>.
changing <Input>.

Class The <Controller>"s mental model is that <Input> is a direct The FDA’s mental model is that <Input> is a direct indication of

Two indication of system status; however, the <Input> is a measure system status; however, the <Input> is a measure of a different
of a different construct that may not always align. construct that may not always align.

Class The <Controller>"s mental model relied solely on <Input> as a The FDA’s mental model relied solely on <Input> as a decision-

Two decision-making factor because they could not recall other making factor because they could not recall other <Inputs>.
<Inputs>.

Class The <Controller> was overwhelmed with <Input> data and The FDA was overwhelmed with <Input> data and focused

Two focused solely on <Input> to maintain their focus, but was solely on <Input> to maintain their focus, but was unable to
unable to recognize that <Input> conflicted with other data recognize that <Input> conflicted with other data sources.
sources.

Class <Controller> had no other forms of <Input> to challenge the The FDA had no other forms of <Input> to challenge the

Two information provided by <Input>. information provided by <Input>.

Class <Controller> believed that the inputs used to monitor the system | The FDA believed that the inputs used to monitor the system

Two state were based on different underlying data sources. However, | state were based on different underlying data sources. However,
there were underlying relationships between the inputs such that | there were underlying relationships between the inputs such that
if one was incorrect, the others were also incorrect. if one was incorrect, the others were also incorrect.

Class <Controller> believed <Input>, but the information was an The FDA believed <Input>, but the information was an

Two indication that it was no longer reliable, for example, a dial indication that it was no longer reliable, for example, a dial
reaching its maximum value. reaching its maximum value.

Class The most salient piece of <Input> available to the <Controller> | The most salient piece of <Input> available to the FDA was

Two was <Input>. <Input>
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Class <Controller> believed <Input> because the system state it FDA believed <Input> because the system state it indicated was

Two indicated was typical or expected. typical or expected.

Class The <Controller>"s mental model was updated when the The FDA’s mental model was updated when the <Input>

Two <Input> changed, and other <Inputs> that were correct appeared | changed, and other <Inputs> that were correct appeared
unreliable. unreliable.

Class The <Controller> did not receive <Input> in time and was The FDA did not receive <Input> in time and was unable to

Two unable to determine why the system was behaving in a certain determine why the system was behaving in a certain way.
way. Therefore, they needed to conduct hypothesis tests on the Therefore, they needed to conduct hypothesis tests on the system
system to troubleshoot. The <Controller> believed that <UCA> | to troubleshoot. The FDA believed that FDA delaying the
would be a safe test, as it would provide essential information corrective action would be a safe test, as it would provide
on the system's state. However, given <Context>, the test was essential information on the system's state. However, given
unsafe. <Context>, the test was unsafe.

Class <Controller> received <Input>, but the <Input> could be true in | The FDA received <Input>, but the <Input> could be true in

Two multiple system states. Therefore, they needed to conduct tests. multiple system states. Therefore, they needed to conduct tests.
<Controller> believed that <UCA> would be safe and give them | The FDA believed that delaying the control action would be safe
important information on the state of the system. However, and give them important information on the state of the system.
given <Context>, the test was unsafe. However, given <Context>, the test was unsafe.

Class <Input> was not specific enough to allow the <Controller> to <Input> was not specific enough to allow the FDA to realize that

Two realize that their trained scripts were insufficient to handle the their trained scripts were insufficient to handle the situation.
situation.

Class <Input> could not provide <Controller> with information about | <Input> could not provide the FDA with information about the

Two the effects of the available controls. effects of the available controls.

Class <Controller> prioritizes the best-case outcome over possible The FDA prioritizes the best-case outcome over possible

Two hazards, but the overall system has the opposite priority. hazards, but the overall system has the opposite priority. Because

Because <Controller> was prioritizing a best-case outcome,
they may have a lower perceived value from conflicting
information.

the FDA was prioritizing a best-case outcome, they may have a
lower perceived value from conflicting information.
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Class

<Controller> does not verify <Input> because previous

The FDA does not verify <Input> because previous verification

Two verification steps did not change their decision-making. steps did not change their decision-making.

Class Communication from <Superior Controller> was interpreted in Communication from the Federal Government was interpreted in

Two a way that changed the goal state of the <Controller>. a way that changed the goal state of the FDA.

Class <Controller> relies on <Input> to make a decision, but the The FDA relies on <Input> to make a decision, but the <Input>

Two <Input> is insufficient to prompt them to switch to a different is insufficient to prompt them to switch to a different goal when
goal when necessary. necessary.

Class <Controller> believed that the resources necessary for <UCA> The FDA believed that the resources necessary enacting the

Two were already in place. However, they were unaware that the corrective action were already in place. However, they were
resources were insufficient. unaware that the resources were insufficient.

Class <Controller> does not receive <Input> because the people who The FDA does not receive <Input> because the people who

Two could send the report do not believe that sending the could send the report do not believe that sending the information
information is the best use of their time. is the best use of their time.

Class <Controller> does not receive <Input> because the people who The FDA does not receive <Input> because the people who

Two could send the report believe they could be disciplined for could send the report believe they could be disciplined for
submitting a report due to prior experience. submitting a report due to prior experience.

Class Because the <Controlees> supervised by <Controller> do not Because the test manufacturers supervised by FDA do not trust

Two trust <Controller>, they do not share complete information that FDA, they do not share complete information that FDA needs to
<Controller> needs to make decisions. make decisions.

Class <Controller> no longer receives <Input> from <Peer FDA no longer receives <Input> from <Peer Controller> because

Two Controller> because the peer relationship has degraded or a the peer relationship has degraded or a voluntary information
voluntary information sharing agreement has lapsed. sharing agreement has lapsed.

Class <Controller> no longer receives <Input> from <Peer The FDA no longer receives <Input> from <Peer Controller>

Two Controller> because they have stopped sharing information with | because they have stopped sharing information with that <Peer

that <Peer Controller> or have otherwise damaged the
relationship between the two organizations or individuals.

Controller> or have otherwise damaged the relationship between
the two organizations or individuals.
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Class <Controller> is unaware of the actual processes used to The FDA is unaware of the actual processes used to complete a
Two complete a task. The <UCA> may have been safe in the context | task. The delay in a corrective action may have been safe in the
of the process the <Controller> has documented; however, context of the process the FDA has documented; however,
workarounds changed the context, making the <UCA> unsafe. workarounds changed the context, making the delay of the
Workarounds may not be communicated to higher-level corrective action unsafe. Workarounds may not be
controllers. communicated to higher-level controllers.
Class <Control path> only sends control actions after they are verified | <Control path> only sends control actions after they are verified
Three | by another <Controller>who disapproved of the <SCA>. by another <Controller> who disapproved of the corrective
action.
Class <Controller> does not execute <UCA> but another The FDA does not provide a corrective action too late but
Three | <Controller>enacts it anyway. another <Controller> enacts it anyway.
Class The <Controlee>’s mental model of the system leads them to The OTC test manufacturer’s mental model of the system leads
Three | believe that the <SCA> is unsafe, so they do not adhere to it. them to believe that the corrective action, so they do not adhere
to it.
Class <Controlee> cannot receive the <SCA>, so the <SCA> was The OTC test manufacturer cannot receive the corrective action
Three | either mistranslated or ignored. in time, so the corrective action was either mistranslated or
ignored.
Class <Controller> may have used an outdated control path The FDA may have used an outdated control path mechanism to
Three | mechanism to send the <SCA>. The old control path may still send the corrective action in time. The old control path may still
technically function, but may not be monitored as routinely. technically function, but may not be monitored as routinely.
Class <Controller> sends <SCA>, but it is passed through a group that | The FDA provides a corrective action in time, but it is passed
Three | makes a change that they don’t realize will change the impact of | through a group that makes a change that they don’t realize will
the <SCA>. change the impact of the corrective action.
Class <Controller> was conducting small hypothesis tests that were The FDA was conducting small hypothesis tests that were not
Three | notintended to be implemented at the system level. However, intended to be implemented at the system level. However, the

the <Controlee>interpreted the action as a sign that it was the
correct action to implement system-wide.

OTC test manufacturer interpreted the action as a sign that it was
the correct action to implement system-wide.
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Class <SCA> had previously been accompanied by another control. The FDA provides a corrective action that had previously been

Three | <Controlee> may have learned to wait for the additional control | accompanied by another control. OTC test manufacturers may
before changing their behavior. have learned to wait for the additional control before changing

their behavior.

Class <Controlee> changed modes between the control action being The OTC test manufacturer changed modes between the control

Three | sent and the control action being received. action being sent and the control action being received.

Class <Controlee> does not believe <SCA> is necessary. They may The OTC test manufacturer does not believe the corrective action

Three | have received similar controls and ignored them without is necessary. They may have received similar controls and
consequence in the past. ignored them without consequence in the past.

Class <Controller> provided safe control action to <Controlee> that The FDA provided safe control action to the OTC test

Three | was too difficult or time-intensive for <Controlee> to follow manufacturer that was too difficult or time-intensive for OTC test
every time. manufacturer to follow every time.

Class <Controller> sees that they need to improve safety, but believes | The FDA sees that they need to improve safety, but believes that

Three | that the <UCA> will improve performance. However, they the corrective action will improve performance. However, they
don’t realize that <Controlee> will find an unsafe workaround don’t realize that the OTC test manufacturer will find an unsafe
to achieve the requirements in the <UCA>. workaround to achieve the requirements in the corrective action.

Class <Controller> issues a <SCA>, but the <Controlee>to which The FDA issues a corrective action in time, but the manufacturer

Three | they issue it has a different goal for system performance due to to which they issue it has a different goal for system performance
previous controls, and they ignore or misinterpret the <SCA>. due to previous controls, and they ignore or misinterpret

corrective action.

Class The <SCA> may have gone to many different types of The specific corrective action may go to many different types of

Three | organizations. One <Controlee> may have had a different organizations. One OTC test manufacturer may have had a
context or level of resources that made the <SCA> not safe in different context or level of resources that made the corrective
their particular context. action not safe in their particular context.

Class <Controller> notices that <Controlee> is engaging in unsafe The FDA notices that the OTC test manufacturer is engaging in

Three | behavior so sends a <SCA>. However, the <Controlee> is not unsafe behavior so sends it sends a corrective action in time.

looking for outside <Input> and does not interpret the <SCA>.
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However, the OTC test manufacturer is not looking for outside
<Input> and does not interpret the corrective action in time.

Class The <SCA> is safe, but the <Controlee> does not trust it, given | The FDA providing a corrective action is safe, but the OTC test
Three | the history of previous control actions. manufacturer does not trust it, given the history of previous
control actions.
Class <SCA> is outside of the responsibilities of <Controller> so The FDA providing a corrective action in time is outside of the
Four <SCA> is ignored by <process>. responsibilities of the FDA, so the corrective action is ignored by
<process>.
Class <Controlee> has a default setting that may be unsafe if no The OTC test manufacturer has a default setting that may be
Four controls are provided by any controller. unsafe if no controls are provided by any controller.
Class <Controlee> interprets the control in a different way than was The OTC test manufacturer interprets the control in a different
Four intended by the <Controller> due to mismatched mental models. | way than was intended by the FDA due to mismatched mental
models.
Class <Controlee> receives <SCA>, but the <SCA> may be generic, The OTC test manufacturer received the corrective action in
Four and the <Controlee>is unable to translate the general advice into | time, but the corrective action may be generic, and the OTC test
their mental model of their system. manufacturer is unable to translate the general advice into their
mental model of their system.
Class <Controller> issued <SCA> in a format that did not catch the The FDA issued a corrective action in time in a format that did
Four attention of the <Controlee>. The control might have been not catch the attention of the OTC test manufacturer. The control
buried in other less critical information, or in a format that might have been buried in other less critical information, or in a
<Controlee> believes usually does not contain useful format that OTC test manufacturer believes usually does not
information. contain useful information.
Class <Controller> believes that another task is a higher priority. The FDA believes that another task is a higher priority. The OTC
Four <Controlee> may not have made the importance of <SCA> test manufacturer may not have made the importance of a

clear enough to redirect the energy and attention of
<Controller>.

corrective action clear enough to redirect the energy and
attention of FDA.
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Class

<Controlee> received <SCA> but had not or rarely received this

The OTC test manufacturer received the FDA’s corrective action

Four command previously and waited for confirmation to execute the | but had not or rarely received this command previously and
requested action. waited for confirmation to execute the requested action.
Class <Controlee> did not verify system state indicated by <UCA> The OTC test manufacturer did not verify the system state
Four because it was a routine action indicated by the lack of an FDA corrective action because they
hadn’t received many before.
Class <SCA> was responded to by <Controlee> in a particular way in | The FDA’s corrective actions were responded to by OTC test
Four the past. However, after a change to the system, <SCA> had to manufacturer in a particular way in the past. However, after a
be responded to in a new way. change to the system, FDA’s corrective actions had to be
responded to in a new way.
Class <Controlee> may not have understood why <SCA> was issued. | The OTC test manufacturer may not have understood why the
Four Because they have access to a different set of information, they corrective action was issued. Because they have access to a
may ignore or otherwise not exercise the full control action. different set of information, they may ignore or otherwise not
exercise the full control action.
Class <Controlee> ignores <SCA> because it has received The OTC test manufacturer ignores the corrective action because
Four instructions or training to prioritize a different outcome. it has received instructions or training to prioritize a different
outcome.
Class While the <Controller> provided <SCA>, there was no <Input> | While the FDA provided a corrective action in time, there was no
Four from the <Controlee> indicating that the control was adequate. <Input> from the OTC test manufacturer indicating that the
Over time, the <Controlee> may have stopped fully following control was adequate. Over time, the OTC test manufacturer may
the <SCA>. have stopped fully following the FDA provides a corrective
action in time.
Class <Controlee> receives <SCA>, but the <SCA> may not come The OTC test manufacturer receives the FDA’s corrective action
Four with enough incentives for them to follow through. in time, but the FDA’s corrective action may not come with

enough incentives for them to follow through.
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Class <Controlee>responds to events labeled as high priority by The OTC test manufacturer responds to events labeled as a high
Four <Controller> frequently that turn out to be insignificant tasks. In | priority by the FDA frequently that turn out to be insignificant
that case, an actual high-priority alert will not seem unusual nor | tasks. In that case, an actual high-priority alert will not seem
stick out to <Controlee> as requiring immediate attention. unusual nor stick out to the OTC test manufacturer as requiring
immediate attention.
Class <Controlee> receives <SCA>, but <Controlee> does not have The OTC test manufacturer receives FDA's corrective action in
Four the resources to manage the additional workload. Therefore, time, but the OTC test manufacturer does not have the resources
<Controlee> must choose between executing the <SCA> and to manage the additional workload. Therefore, the OTC test
executing their other tasks. <Controller> may not have control manufacturer must choose between executing the requirements
over the resources of the <Controlee> or may not have believed | of the corrective action and executing their other tasks. The FDA
that the control would require additional resources. may not have control over the resources of the OTC test
manufacturer or may not have believed that the control would
require additional resources.
Class <Controlee> receives <SCA>, but the <SCA> may include OTC test manufacturer receives the corrective action in time, but
Four instructions that require the <Controlee> to do something only the corrective action may include instructions that require the
in a specific context. The <Controlee>may not have adequate OTC test manufacturer to do something only in a specific
<Input> to identify that context. context. The OTC test manufacturer may not have adequate
<Input> to identify that context.
Class The <SCA> may be technically safe, but the <Controlee> The FDA providing a corrective action in time may be
Four believes that following through with it would weaken a critical technically safe, but the OTC test manufacturer believes that
relationship. following through with it would weaken a critical relationship.
Class The most salient piece of <Input> available to the <Controller> | The most salient piece of <Input> available to the FDA was
Two was <Input>. <Input>
Class | <Controller> may have used an outdated control path The FDA may have used an outdated control path mechanism to
Three | mechanism to send the <SCA>. The old control path may still send the corrective action. The old control path may still

technically function, but may not be monitored as routinely.

technically function, but may not be monitored as routinely.
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Appendix D: Other Scenarios for UCA 3.4

Table 4. 10 shows a completed scenario for the scenario prompt 3.4.T.

Table 4. 10 contains the completed scenario based on scenario prompt 3.4.T for UCA 3.4.

UCA The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device

Scenario 34.T

ID

Scenario The FDA relies on <Input> to make a decision, but the <Input> is insufficient to prompt

Prompt them to switch to a different goal when necessary.

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of

Scenario inappropriate results from an OTC device because the FDA relies on customer reports and

manufacturer reports to determine when an action is needed. However, these reports are not
sufficient. Since most customers do not conduct the necessary quantity of tests to track and
identify performance trends, they cannot determine if their false positive or negative results
were incorrect due to the entire batch of tests underperforming, or if they received one of
the expected incorrect values. Furthermore, individual patients have a limited ability to
identify that they received an inaccurate result, unless they receive follow-up testing from a
lab.

Table 4. 11 shows a completed scenario for the scenario prompt 3.4.W.

Table 4. 11 contains the completed scenario based on scenario prompt 3.4.W for UCA 3.4.

UCA

The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device

Scenario ID

34.W

Scenario Because the OTC test manufacturers supervised by the FDA do not trust the FDA, they do
Prompt not share complete information that the FDA needs to make decisions.

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of
Scenario inappropriate results from an OTC device because the manufacturers supervised by the

FDA do not trust the FDA. Because some of the FDA’s available corrective actions could
negatively impact the sales of their product, the manufacturer wants to present data that
shows that their device meets all standards. There is no way for the FDA to verify that the
manufacturer is sharing all reports on underperforming devices. Furthermore, reports are
only required when devices are directly involved in the death or severe injury of a patient
(21 CFR Part 803). Many in the healthcare community do not view lab tests as being
directly involved with a patient’s injury. Even if incorrect results lead to the decision to
provide an unsafe treatment, the definition of reportable incident does not include the lab
test in the devices that must be reported. Therefore, the extremely limited requirements for
reporting mean that even if the manufacturers receive complaints, they are unlikely to be
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mandatory reporting events. While OTC tests approved under the Emergency Use
Authorization (EUA) were required to report non-severe reports, the EUA period has ended,
and such reporting requirements are no longer in place.

Table 4. 12 shows a completed scenario for the scenario prompt 3.4.0.

Table 4. 12 contains the completed scenario based on scenario prompt 3.4.0 for UCA 3.4.

UCA

The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device

Scenario ID

34.0

Scenario The FDA has the responsibility to request updated <Input>, but does not realize that its
Prompt <Input> is outdated.

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of
Scenario inappropriate results from an OTC device because the information the FDA uses to assess

device performance is based on the initial performance testing required for device approval.
The FDA has the ability to request updated performance testing, but must have cause to do
so. Because incident reporting is limited, the FDA has limited insight into the performance
of OTC tests over time and therefore does not know when requesting additional testing is
necessary. For most other products the FDA supervises, error identification is much easier;
patients are able to notice when drugs suddenly stop working or have severe side effects,
and clinical labs notice patterns of results changing over the thousands of tests they run per
day. However, the signals that worked for the other products under the FDA umbrella may
not work in OTC tests.

Table 4. 13 shows a completed scenario for the scenario prompt 3.4.Y.

Table 4. 13 contains the completed scenario based on scenario prompt 3.4.Y for UCA 3.4.

UCA The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device

Scenario 34Y

ID

Scenario <Control path> only sends control actions after they are verified by another <Controller>,

Prompt which did not approve of the corrective action in time

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of

Scenario inappropriate results from an OTC device because corrective actions must be approved by

the Department of Justice. The Department of Justice may not agree to support the initially
proposed corrective action. Therefore, the FDA must take additional time to identify another
corrective action.

Table 4. 14 shows a completed scenario for the scenario prompt 3.4.X.
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Table 4. 14 contains the completed scenario based on scenario prompt 3.4.X for UCA 3.4.

UCA

The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device

Scenario ID

34X

Scenario The FDA is unaware of the actual processes used to complete a task. The FDA not

Prompt providing a corrective action may have been safe in the context of the process the FDA has
documented; however, workarounds changed the context, making the delay of a corrective
action unsafe. Workarounds may not be communicated to higher-level controllers.

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of

Scenario inappropriate results from an OTC device because the FDA was unaware of the actual

processes used by patients to run the tests. The delay in corrective action may have been
safe if patients were following the steps as documented on the package; however, patients
might develop common workarounds that result in incorrect test results. Because patients
take OTC tests without supervision, there is limited visibility into the processes used by
patients over time. Patients may follow the directions carefully the first time they use a test,
but if it is a test they must use frequently, they may start skipping steps to make the process
more efficient. There may be no signal to the patient that their change to the process would
negatively affect the results.

Table 4. 15 shows a completed scenario for the scenario prompt 3.4.M.

Table 4. 15 contains the completed scenario based on scenario prompt 3.4.M for UCA 3.4.

UCA The FDA issues a corrective action to an OTC manufacturer too late following a series of
inappropriate results from an OTC device

Scenario 3.4.M

1D

Scenario Obtaining an improved <Input> source may have been difficult or costly.

Prompt

Completed | The FDA issues a corrective action to an OTC manufacturer too late following a series of

Scenario inappropriate results from an OTC device because the existing infrastructure for device

performance problems is targeted at healthcare professionals. Developing a new platform
that patients are aware of and use may be too costly or unfeasible to accomplish. Since
patients can enter identified problems into existing databases, it may be difficult to obtain or
justify funding for a new platform.
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Appendix E: Scenarios identified in the
original study for UCA 3.4

Table 1-Appendix E, scenarios identified for UCA 3.4 in the original STPA (N. Leveson et al., 2024)

Control
Action:

Issue corrective action to OTC manufacturer

UCA Type:

Too Early, too late, out of order

UCA:

FDA issues corrective action to OTC manufacturer too late following a series of
inappropriate results from IVD device.

Scenario 1

FDA issues corrective action to OTC manufacturer too late following a series
of inappropriate results from IVD device. This may occur if patients who
experience harm or difficulties with OTC tests may not know who to report to.
They may report the problems to the vendor of the test in order to get refunded
but that vendor may not elevate that report to the FDA or the IVDM. Reporting
pathways like MedSun are known to healthcare communities but not to many
patient communities.

Scenario 2:

FDA issues corrective action to OTC manufacturer too late following a series
of inappropriate results from IVD device because they did not receive adequate
post-market data from tests. It is difficult to get data from patients after they take
an OTC test, even in a study environment. Because there is no way for the FDA
or the IVD companies to require that patients report their results, there are
limitations to the amount of available post-market data. The IVD companies may
not get notification of problems as patients may not always be able to determine
if the test worked or not. The FDA might require post-market data collection if
they were concerned, with reason, for a certain performance aspect of the test.
However, it may be difficult to detect when post-market data is necessary
because when data is reported, it may not always be attached to a unique device
identifier that would allow regulators to identify problems with a specific device,
or specific lot of a device. Post market surveillance may only occur regularly
when IVDMs want to expand the population of individuals who are approved to
use the test (i.e., children).

Scenario 3:

FDA issues corrective action to OTC manufacturer too late following a series
of inappropriate results from IVD device because they did not receive adequate
post-market data from tests. Data may be unstandardized because there is no
requirement for data collection on the IVD companies from the FDA. The FDA
cannot fund any products they regulate so they cannot work with manufacturers
to develop solutions. Other agencies may work with companies to develop data
reporting solutions, but these are not required and may not be used by all OTC
tests.

Scenario 4:

FDA issues corrective action to OTC manufacturer too late following a series
of inappropriate results from IVD device because they filtered out multiple
reports of problematic test behaviors. There may be heavy filters in place to
prevent rival companies from poisoning data sets with false reporting. However,
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this may make it more difficult to sense other problems on the market. Data may
also be filtered if it does not contain sufficient information to identify the
product.

Scenario 5:

FDA issues corrective action to OTC manufacturer too late following a series
of inappropriate results from IVD device. This may occur because the signals
tracked by the FDA can take months or longer to emerge clearly. The FDA needs
thousands of results to determine whether or not there are critical problems
worthy of recall. With OTC devices, reporting is more sporadic and random
which means that tools like statistical analysis of report frequencies are less
helpful at determining aberrations. During the EUA, test manufacturers are
supposed to report all instances of problems, especially when they lead to death
or serious injury, but not all data was reported.

Scenario 6:

FDA issues corrective action to OTC manufacturer too late following a series
of inappropriate results from IVD device. The inappropriate results may be a
result of systemic misuse of the test due to missed concerns during usability
testing. The FDA does require usability studies before device approval, but the
studied population may not reflect the population or the environment that the test
will be used in. The usability studies may also be done with healthy individuals
as opposed to individuals currently experiencing impairments from the disease
being tested.
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